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1
I N T R O D U C T I O N

Language is the source of misunderstandings.
– Antoine de Saint-Exupéry, The Little Prince

In this chapter, we present the motivation of this thesis, as well as
related work on crowdsourcing ground truth for natural language pro-
cessing. We introduce the CrowdTruth methodology for crowdsourcing
ground truth while preserving inter-annotator disagreement. Crowd-
Truth is based on the idea that disagreement is not noise, but an impor-
tant signal that can be used to capture ambiguity in the annotation data.
We define the main research goal of how to interpret disagreement in
crowdsourcing ground truth for natural language processing, along with
four research questions that address this goal. Finally, we outline the
main contributions of this thesis.

This chapter is based on the paper titled Crowdsourcing Disagreement
for Collecting Semantic Annotation in the European Semantic Web Confer-
ence [37].

1.1 motivation

As knowledge available on the Web expands, natural language processing
methods have become invaluable for facilitating data navigation. Tasks
such as knowledge base completion and disambiguation are solved with
machine learning models for natural language processing that require a
lot of data. Human-annotated gold standard, or ground truth, is used for
training, testing, and evaluation of these machine learning components.
The traditional approach to gathering this data is to employ domain
experts to perform annotation tasks.

However, such an annotation process can be both expensive, and time
consuming [4], due to the costs of working with domain experts. Further-
more, experts might prove difficult to find for broad, open domains (e.g.
the annotation of news articles). This presents a challenge for extending
natural language processing methods into new domains. Human anno-
tation is needed to solve this problem, but the process of gathering this
data is not scalable at the level of the large datasets currently available
on the Web. Efficiently integrating human knowledge with automated
methods is necessary for tackling this issue.

In recent years, crowdsourcing has become a viable alternative to
using domain expert annotators, as it is both cheaper and more easily
scalable [109]. This has been facilitated by platforms such as Amazon

1



2 introduction

Mechanical Turk1 and Figure Eight2 (formerly known as Crowdflower)
that offer readily available crowds of workers. The main challenge posed
by crowdsourcing is how to tune the annotation tasks (e.g. in terms of
worker selection, task question and template) in order to get the best
quality of data [36]. The quality of the annotated data can have a big
impact on the performance of machine learning models that learn from it
– so much so that Amazon has started offering a service3 that optimizes
the collection of human-labeled ground truth.

But what makes annotations high quality is still a matter of discussion.
When collecting multiple annotations for the same task, it is likely that
inter-worker disagreement will be present. In typical annotation setups
it is assumed that one correct answer exists for every question, and
that disagreement must be eliminated from the corpus. This traditional
approach to gathering annotation, based on restrictive annotation guide-
lines, can often results in over-generalized observations, as well as a loss
of ambiguity inherent to language [4], thus becoming unsuitable for use
in training natural language processing systems.

The CrowdTruth4 methodology [5, 8, 64] has been proposed to per-
form crowdsourcing while preserving inter-annotator disagreement.
CrowdTruth is based on the idea [8] that disagreement is not noise,
but an important signal that can be used to capture ambiguity in the
annotated data. It considers the crowdsourcing system as a triangle [7]
with three components that are inter-connected: workers, input data,
and annotations. CrowdTruth captures inter-annotator disagreement and
uses it to calculate a set of quality metrics5 (Appendix A) for the three
crowdsourcing components, by modeling the way that the components
interact with each other – e.g. in an ambiguous sentence, we expect to
have more disagreement between workers, therefore workers on those
sentences should not be considered less trustworthy. Previous research
in crowdsourcing medical relation extraction [5, 6] has shown that dis-
agreement can be an informative, useful property, and its analysis can
result in reduced time, lower cost, better scalability, and better quality
human-annotated data.

This thesis explores how the CrowdTruth methodology can be used
to collect ground truth data for the training and evaluation of natural
language processing models. We present work done across several tasks
(relation extraction, semantic frame disambiguation) and domains (med-
ical, open), showing the role of inter-annotator disagreement beyond
simply identifying low quality workers. We argue that disagreement
does not need to be eliminated from ground truth data in order to pre-
serve data quality. Furthermore, we show that disagreement is a valuable
quality to preserve in ground truth data, that can be effectively used

1 https://www.mturk.com/
2 https://www.figure-eight.com/
3 https://aws.amazon.com/sagemaker/groundtruth/
4 http://crowdtruth.org
5 https://github.com/CrowdTruth/CrowdTruth-core

https://www.mturk.com/
https://www.figure-eight.com/
https://aws.amazon.com/sagemaker/groundtruth/
http://crowdtruth.org
https://github.com/CrowdTruth/CrowdTruth-core
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in the training and evaluation of natural language processing models.
This is because inter-annotator disagreement is a powerful signal for the
ambiguity that is inherent in natural language. Our goal is to break the
constraints of the typical methodology for collecting ground truth, and
prove that disagreement is a necessary characteristic of annotated data
that, when interpreted correctly, can improve the performance of natural
language processing models, and make evaluations more attuned to the
noise in real-world data.

1.2 related work

Crowdsourcing is a widely used method to collect natural language
processing ground truth [109]. In this section, we explore background
work on four important crowdsourcing issues: (1) how to establish crowd
data quality, (2) how to aggregate multiple crowd annotations, (3) how
natural language processing models use crowd data in training and eval-
uation, (4) and what the relation is between inter-worker disagreement
and natural language ambiguity. These issues make up the backbone and
the main topics that will be discussed in this thesis. The related work
on these issues is composed of papers published in a wide variety of
venues, across three main fields of artificial intelligence:

• human computation, where the main venues are the Conference on
Human Computation and Crowdsourcing (HCOMP), the Journal
of Human Computation, the ACM Transactions on Interactive
Intelligent Systems (TiiS) journal, and the Conference on Human
Factors in Computing Systems (CHI);

• natural language processing, and machine learning more generally,
where the main venues are the Annual Meeting of the Association
for Computational Linguistics (ACL), the Conference on Empirical
Methods in Natural Language Processing (EMNLP), the Annual
Conference of the North American Chapter of the Association
for Computational Linguistics (NAACL), and the Conference on
Neural Information Processing Systems (NeurIPS);

• semantic web, where the main venues are the International Semantic
Web Conference (ISWC), the Extended Semantic Web Conference
(ESWC), and the Semantic Web Journal.

1.2.1 Crowd Data Quality

Determining the quality of crowdsourced data collected from non-experts
has been the subject of study since the work of Snow et al. [115], who
have shown that the crowd can produce annotations with expert-level
quality for a variety of natural language processing tasks: affect recog-
nition, word similarity, recognizing textual entailment, event temporal
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ordering, and word sense disambiguation. Despite these promising re-
sults, collecting high quality crowdsourced data is still a challenge, due
primarily to the difficulty of identifying and preventing spam behavior
of workers [34, 36]. This is especially the case when applying non-expert
crowdsourcing to domains that are typically thought to require expertise
on the part of the annotators [19].

The medical domain is particularly difficult, with even expert anno-
tators sometimes producing low-quality data [86]. Nevertheless, there
exists some research that successfully employed non-expert crowdsour-
cing to collect annotations in the medical domain. Mortensen, Musen,
and Noy [94] use crowdsourcing to verify relation hierarchies in biomedi-
cal ontologies. On 14 relations from the SNOMED CT CORE Problem List
Subset, the authors report the crowd’s accuracy at 85% for identifying
whether the relations were correct or not. Burger et al. [18] used crowd-
sourcing to extract the gene-mutation relations in Medical Literature
Analysis and Retrieval System Online (MEDLINE) abstracts. Focusing
on a very specific gene-mutation domain, the authors report a weighted
accuracy of 82% over a corpus of 250 MEDLINE abstracts. Li, Good,
and Su [82] performed a study exposing ambiguities in a gold standard
for drug-disease relations with crowdsourcing. They found that, over
a corpus of 60 sentences, levels of crowd agreement varied in a similar
manner to the levels of agreement among the original expert annotators.
Zhai et al. [129] describe a method for crowdsourcing a ground truth
for medical named entity recognition and entity linking. In a dataset
of over 1,000 clinical trials, the authors show no statistically significant
difference between the crowd and expert-generated gold standard for
the task of extracting medications and their attributes.

Other difficult annotation tasks involve linguistics knowledge. For
instance, frame disambiguation requires an understanding of the frame
semantics theory [12], which can be difficult to explain to a crowd of
non-experts. While Hong and Baker [60] showed a high accuracy when
comparing the crowd to experts for the task of frame disambiguation by
simply calculating the majority vote, Chang et al. [25] claim that a more
complex multi-step annotation process is required in order to correct
misunderstandings of the frame definition by the crowd.

In all of these experiments, disagreement between annotators is seen
as undesirable and a sign of low quality data. In contrast, Jurgens [71]
argues that ambiguity is an inherent feature of frame/word sense disam-
biguation, and that crowdsourcing can be used to capture it, by asking
annotators to rate ambiguous examples on a Likert scale. Similarly, this
thesis proposes that ambiguity is a useful property of natural language,
but instead of asking workers directly to rate ambiguity, we study it
through measuring inter-annotator disagreement. This presents an in-
teresting challenge, as disagreement is usually removed from annotated
datasets in order to improve their quality. Our goal in this work is to
show that crowdsourced ground truth can still have quality comparable
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to that of domain experts, while still preserving the signals of worker
disagreement.

1.2.2 Crowdsourcing Aggregation Methods

The most common way to aggregate crowd annotations is majority voting,
where the label for an example is picked based on whether or not the
majority of crowd workers agree that it exists. Inter-annotator agreement
in crowdsourcing is usually employed as a method to determine the
quality of the annotations. Typically, disagreement is considered an
undesirable feature of the annotations – a byproduct either of low quality
of the workers, or of an unclear annotation task. There are several metrics
to capture inter-annotator agreement, most popular being Cohen’s κ [33]
and Krippendorff’s α [75]. Artstein and Poesio [10] compared several of
these metrics, finding that the choice of metric is not as important as it is
to increase the number of annotators, in order to reduce the prevalence
of personal bias.

In recent years, there is also a growing body of research on alternative
crowdsourcing aggregation metrics. There is a particular focus on mod-
eling the reliability of crowd workers, by identifying spam workers [16,
68, 74], and analyzing workers’ performance for quality control and opti-
mization of the crowdsourcing processes [114]. Whitehill et al. [127] and
Welinder et al. [123] have used a latent variable model for task difficulty,
as well as latent variables to measure the skill of each annotator, to opti-
mize crowdsourcing for image labels. Werling et al. [126] use on-the-job
learning with Bayesian decision theory to assign the most appropriate
workers for each task, for both text and image annotation. Prelec, Seung,
and McCoy [106] show that the surprisingly popular crowd choice (i.e.
the answer that most workers thought would not be picked by other
workers, even though it is correct) gave better results than the majority
vote for a variety of tasks with unambiguous ground truths (state cap-
itals, trivia questions and price of artworks). Finally, Paun et al. [100]
compare majority vote with 6 different Bayesian methods that aggregate
crowd results while also modeling worker reliability and task item diffi-
culty. The evaluation over a variety of task settings (binary and multiple
choice, different levels of quality for the workers) shows 5 out of 6 of the
Bayesian methods consistently outperform majority vote.

Our research is part of this current trend of investigating the limi-
tations of majority vote as a crowdsourcing aggregation method. The
novel approach of CrowdTruth is the modeling of ambiguity as a latent
variable of the crowdsourcing system, that is present in inter-worker dis-
agreement. Therefore, instead of discarding it, the CrowdTruth approach
preserves disagreement and uses it to identify ambiguous data points.
In this thesis, we will show that the CrowdTruth method to aggregate
crowdsourcing annotations is applicable to a variety of annotation tasks,
where simply using majority vote would result in the loss of important
information regarding the ambiguity in the data.
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1.2.3 Natural Language Processing with the Crowd

Due to being both cheaper and more readily available than domain
experts, crowdsourcing is used to collect training data for a variety
of natural language processing tasks, across several domains: medical
entity extraction [53, 120, 129], medical relation extraction [73, 120],
open-domain relation extraction [77], clustering and disambiguation [80],
ontology evaluation [97], web resource classification [22] and taxonomy
creation [17]. Snow et al. [115] have shown that aggregating the answers
of an increasing number of unskilled crowd workers with majority vote
can lead to high quality natural language processing training data.

In this thesis, we focus on the training of one natural language process-
ing task – relation extraction from sentences. This task usually requires
large amounts of training data, meaning that completely crowdsourcing
the ground truth is cost-prohibitive. However, active and semi-supervised
methods can be used to scale-up the signal in labeled data to unlabeled
examples. Angeli et al. [2] used an active learning approach to identify
candidate sentences for crowd labeling that will most impact the per-
formance of their relation extraction model. Levy et al. [81] have shown
that a small crowdsourced dataset of questions about relations can be
exploited to perform zero-shot learning. Pershina et al. [103] used a small
dataset of hand-labeled data to generate relation-specific guidelines that
are used as additional features in the relation extraction.

The approach in these works is to restrict disagreement between an-
notators by using either of the following methods: restricting annotator
guidelines, picking one answer that reflects some consensus usually
through majority voting, or using a small number of annotators. In this
thesis, we explore the question of whether crowdsourced data that pre-
serves disagreement can be used as ground truth for the task of relation
classification in sentences. We investigate whether inter-annotator dis-
agreement in particular is a useful signal that the relation classification
model can learn from, and whether our crowdsourcing method can be
scaled-up through a semi-supervised learning approach.

1.2.4 Capturing Ambiguity

Our work is part of a continuous effort in exploring the link between
inter-annotator disagreement and ambiguity of the input data, as applied
to a variety of tasks and domains.

In an experiment for crowdsourcing anaphora resolution, Poesio and
Artstein [105] found that inter-annotator disagreement is linked to am-
biguity in the text, and that directly asking the annotators to identify
the ambiguous annotations is not enough to identify all the implicitly
ambiguous cases. In assessing the OAEI benchmark, Cheatham and Hit-
zler [27] found that disagreement between annotators (both crowd and
expert) is an indicator for inherent uncertainty in the domain knowledge,
and that current benchmarks in ontology alignment and evaluation are
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not designed to model this uncertainty. Plank, Hovy, and Søgaard [104]
found similar results for the task of crowdsourced part-of-speech tagging
– most inter-annotator disagreement was indicative of debatable cases
in linguistic theory, rather than faulty annotation. Bayerl and Paul [14]
also investigate the role of inter-annotator disagreement as a possible
indicator of ambiguity inherent in natural language. Chang, Amershi,
and Kamar [23] found that ambiguous cases cannot simply be resolved
by better annotation guidelines or through worker quality control. Across
a series of textual annotation tasks, Chang, Lee-Goldman, and Tseng
[24] found that the vast majority of annotators that disagree with the
gold standard were correct in their assessment, either because the gold
standard was faulty, or the task allowed for multiple correct answers.

Beyond text, studies in the annotation of music similarity [55], time
series [112, 113], and medical images [31] have shown that disagreement
between annotators can be an indicator for interesting properties of the
data, such as ambiguity and uncertainty.

In most of these works, ambiguity is treated like a curious outlier, a
property of the data that is unclear how it should be handled. We claim
that ambiguity is an inherent part of natural language, and should be
treated as such, by clearly defining it in ground truth corpora, and using
it for training and evaluation of natural language processing models.

1.3 research questions & contributions

Based on the issues we identified in Section 1.2, the overall goal of
this thesis is to investigate the role of inter-annotator disagreement in crowd-
sourcing ground truth for natural language processing, as collected using
CrowdTruth methodology and metrics. The main research goal is ad-
dressed by answering the following research questions:

• RQ1: Does allowing disagreement in crowdsourcing ground truth yield
the same quality as asking domain experts?

Chapter 2 explores this question for the task of medical relation
extraction. In the medical domain it is typically assumed that expert
annotators are required to get the best quality ground truth. This
work shows that, by capturing the inter-annotator disagreement
with the CrowdTruth method, medical relation classifiers trained
on crowd annotations perform the same as those trained on expert
annotations. Furthermore, classifiers trained on crowd annotations
perform better than those trained with automatically-labeled data.
Using the crowd also reduces the cost (monetary and in time
required to find annotators) for collecting the data. This chapter is
based on the following publication:

– Dumitrache, Anca, Lora Aroyo, and Chris Welty. “Crowd-
sourcing ground truth for medical relation extraction.” ACM
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Transactions on Interactive Intelligent Systems (TiiS) 8.2 (2018):
12. [44]

• RQ2: How does allowing disagreement in diverse crowdsourcing tasks
influence the quality of the data?

Chapter 3 compares the quality of crowd data aggregated with
CrowdTruth metrics and majority vote, a consensus - enforcing
metric, over a diverse set of crowdsourcing tasks. We show that, by
applying the CrowdTruth methodology, we collect richer data that
allows us to reason about ambiguity of content. Furthermore, an
increased number of crowd workers leads to growth and stabiliza-
tion in the quality of annotations, going against the usual practice
of employing a small number of annotators. This chapter is based
on the following publication:

– Dumitrache, Anca, et al. “Empirical methodology for crowd-
sourcing ground truth.” Semantic Web Journal. 2019 (in publi-
cation). [49]

• RQ3: Can we improve the performance of natural language processing
models by using disagreement-aware ground truth data?

In Chapter 4 we discuss how CrowdTruth data can be used to
better models for relation classification for sentences. We build on
work from Chapter 2, where we have shown that training models
on on crowd annotations gives better results than training with
data automatically-labeled with distant supervision [92]. However,
crowd data is expensive to collect. Chapter 4 describes how to
correct a large corpus of training data for relation classification
by using only a relatively small crowdsourced corpus, with two
different methods: (1) by manually propagating the false positive
and cross-relation signals identified with the help of the crowd,
and (2) by adapting the semantic label propagation method [117] to
work with CrowdTruth data. This chapter is based on the following
publications:

– Dumitrache, Anca, Lora Aroyo, and Chris Welty. “False pos-
itive and cross-relation signals in distant supervision data.”
Proceedings of the Sixth Workshop on Automated Knowledge Base
Construction (AKBC) at NIPS. 2017. [41]

– Dumitrache, Anca, Lora Aroyo, and Chris Welty. “Crowd-
sourcing semantic label propagation in relation classification.”
Proceedings of the First Workshop on Fact Extraction and VERifica-
tion (FEVER) at EMNLP. 2018. [45]

• RQ4: Is inter-annotator disagreement an accurate indicator for ambiguity
in natural language?

In Chapter 5, we explore this question as applied to the task of
disambiguating semantic frames (i.e. high-level concepts that rep-
resent the meanings of words). Similarly to Chapter 2, we show
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that the crowd achieves comparative quality with domain experts.
A qualitative evaluation of cases when crowd and expert disagree
shows that inter-annotator disagreement is an indicator of ambigu-
ity in both frames and sentences. We demonstrate that the cases in
which the crowd workers could not agree exhibit ambiguity, either
in the sentence, frame, or the task itself, arguing that collapsing
such cases to a single, discrete truth value (i.e. correct or incorrect)
is inappropriate, creating arbitrary targets for machine learning.
This chapter is based on the following publication:

– Dumitrache, Anca, Lora Aroyo, and Chris Welty. “Capturing
ambiguity in crowdsourcing frame disambiguation.” Proceed-
ings of the Sixth AAAI Conference on Human Computation and
Crowdsourcing (HCOMP). 2018. [42]

– Dumitrache, Anca, Lora Aroyo, and Chris Welty. “A crowd-
sourced frame disambiguation corpus with ambiguity.” Pro-
ceedings of the Annual Conference of the North American Chapter
of the Association for Computational Linguistics (NAACL-HLT).
2019. [47]

In addition to addressing these research question, this thesis also con-
tributes a collection of datasets, across different tasks and domains, that
have been collected with crowdsourcing and processed with the Crowd-
Truth methodology for disagreement analysis to capture ambiguity:

1. 3,984 English sentences for medical relation extraction, centering on
the cause and treat relations [40];

2. 4,100 sentences annotated with open domain relation extraction,
centering on 16 popular relations between Person, Location and
Organization term types [43];

3. 433 sentence-word pairs from the FrameNet corpus, and 5,000

sentence-word pairs from Wikipedia annotated with frame disambi-
guation [46].

As another contribution, we have developed the CrowdTruth method-
ology as an open-source software package.6 Unlike other aggregation
methods, our goal is to preserve dissenting annotations into a richer,
continuous representation of truth. The disagreement is used to calculate
quality scores for the crowd task input data, annotations and annotators.
The complete definition of the CrowdTruth quality scores is given in
Appendix A. The CrowdTruth software implements this methodology as
a Python package, calculating the quality scores from raw data collected
from crowdsourcing platforms. We offer support for a variety of crowd-
sourcing tasks, both closed and open-ended. To facilitate the usage of
our software, we provide a tutorial7 that discusses its application in a
series of diverse use cases for collecting human annotation.

6 https://github.com/CrowdTruth/CrowdTruth-core
7 http://crowdtruth.org/tutorial/

https://github.com/CrowdTruth/CrowdTruth-core
http://crowdtruth.org/tutorial/




2
C R O W D S V S . T H E M E D I C A L E X P E RT

One is always wrong; but with two, truth begins. One cannot prove
his case, but two are already irrefutable.

– Friedrich Nietzsche, The Gay Science

Natural language processing models require human labeled data for
evaluation, and often for training. The standard practice used in gather-
ing this data minimizes disagreement between annotators. This chapter
investigates whether allowing disagreement in crowdsourcing ground
truth can still yield quality of data comparable to that of experts, while
accounting for the ambiguity inherent in language.

We have proposed the CrowdTruth method for collecting ground truth
through crowdsourcing, that reconsiders the role of people in machine
learning based on the observation that disagreement between annotators
provides a useful signal for phenomena such as ambiguity in the text.
We report on using this method to build an annotated data set for
medical relation extraction for the cause and treat relations, and how this
data performed in a supervised training experiment. We demonstrate
that by modeling ambiguity, labeled data gathered from crowd workers
can (1) reach the level of quality of domain experts for this task while
reducing the cost, and (2) provide better training data at scale than
distant supervision. We further propose and validate new weighted
measures for precision, recall, and F-measure, that account for ambiguity
in both human and machine performance on this task.

This chapter was published as Crowdsourcing Ground Truth for Medical
Relation Extraction in the ACM Transactions on Interactive Intelligent
Systems 8.2 (2018): 12, and was co-authored by Lora Aroyo and Chris
Welty. [44]

2.1 introduction

Many methods for Natural Language Processing (NLP) rely on gold
standard annotations, or ground truth, for the purpose of training, testing
and evaluation. In clinical NLP and other difficult domains, researchers
assume that expert knowledge of the field is required from annotators.
This means that, aside from the monetary costs of hiring humans to label
data, simply finding suitable annotators bears a big time cost. The lack of
annotated datasets for training and benchmarking is considered one of
the big challenges of clinical NLP [26]. Understanding the role of people
in machine learning is crucial in this context, as human annotation is
considered the most reliable method for collecting ground truth. Because
of this, in this chapter we tackle the question of whether allowing disagree-
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ment in crowdsourcing ground truth yields the same quality as asking domain
experts (RQ1).

Disagreement in annotated data is typically considered to lower data
quality, and is therefore removed from the ground truth. Data labeling is
performed by humans, by reading text and following a set of guidelines
to ensure a uniform understanding of the annotation task. It is assumed
that the gold standard represents a universal and reliable model for
language. However, Schaekermann et al. [112] and Bayerl and Paul [14]
criticize this approach by investigating the role of inter-annotator dis-
agreement as a possible indicator of ambiguity inherent in text. Previous
experiments we performed in medical relation extraction [5] support this
view by identifying two issues with the standard data labeling practice:

1. disagreement between annotators is usually eliminated through
overly prescriptive annotation guidelines, thus creating artificial
data that is neither general nor reflects the ambiguity inherent in
natural language,

2. the process of acquiring ground truth by working exclusively with
domain experts is costly and non-scalable, both in terms of time
and money.

Ambiguity in text also impacts automated processes for extracting
ground truth. Specifically, in the case of relation extraction from text, dis-
tant supervision [92, 124] is a well-established semi-supervised method
that uses pairs of entities known to be related (e.g. from a knowledge
base) to select sentences from a corpus that are used as positive training
examples for the relations that relate the pairs. However, this approach is
also prone to generating low quality training data, as not every mention
of an entity pair in a sentence means a relation is also present. The prob-
lems are further compounded when dealing with ambiguous entities, or
incompleteness in the knowledge base.

The goal of this chapter is to demonstrate that preserving inter-annotator
disagreement results in high quality ground truth data, that is comparable to
that of domain experts, and can be used as training data for NLP models.
To capture inter-worker disagreement, we have proposed the CrowdTruth
method for crowdsourcing training data for machine learning. We present
an alternative approach for guiding supervised machine learning systems
beyond the standard data labeling practice of a universal ground truth,
by instead harnessing disagreement in crowd annotations to model the
ambiguity inherent in text. We claim that, even for complex annotation
tasks such as relation extraction, lack of domain expertise of the crowd
is compensated by collecting a large enough set of annotations.

Previously, we studied medical relation extraction in a relatively small
set of 90 sentences [6], comparing the results from the crowd with
that of two expert medical annotators. We found that disagreement
within the crowd is consistent with expert inter-annotator disagreement.
Furthermore, sentences that registered high disagreement tended to be
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vague or ambiguous when manually evaluated. In this chapter, we build
on these results by training a classifier for medical relation extraction
with CrowdTruth data, and evaluating its performance. Our contributions
are the following:

1. a comparison between using annotations from crowd and from
medical experts to train a relation extraction classifier, showing
that, with the processing of disagreement, classifiers trained on crowd
annotations perform the same as to those trained on expert annotations
(Sections 2.4.1 & 2.5.1);

2. a similar comparison between crowd annotations and distant super-
vision, showing that classifiers trained on crowd annotations perform
better than those trained on distant supervision (Sections 2.4.2 & 2.5.2);

3. a dataset of 3,984 English sentences for medical relation extraction, cen-
tering on the cause and treat relations, that have been processed
with disagreement analysis to capture ambiguity [40].

2.2 related work

2.2.1 Medical Crowdsourcing

There exists some research using crowdsourcing to collect semantic
data for the medical domain. Mortensen, Musen, and Noy [94] use
crowdsourcing to verify relation hierarchies in biomedical ontologies.
On 14 relations from the SNOMED CT CORE Problem List Subset, the
authors report the crowd’s accuracy at 85% for identifying whether the
relations were correct or not. In the field of Biomedical NLP, Burger et al.
[18] used crowdsourcing to extract the gene-mutation relations in Medical
Literature Analysis and Retrieval System Online (MEDLINE) abstracts.
Focusing on a very specific gene-mutation domain, the authors report
a weighted accuracy of 82% over a corpus of 250 MEDLINE abstracts.
Finally, Li, Good, and Su [82] performed a study exposing ambiguities
in a gold standard for drug-disease relations with crowdsourcing. They
found that, over a corpus of 60 sentences, levels of crowd agreement
varied in a similar manner to the levels of agreement among the original
expert annotators. All of these approaches present preliminary results
from experiments performed with small datasets.

To our knowledge, the most extensive study of medical crowdsourcing
was performed by Zhai et al. [129], who describe a method for crowd-
sourcing a ground truth for medical named entity recognition and entity
linking. In a dataset of over 1,000 clinical trials, the authors show no sta-
tistically significant difference between the crowd and expert-generated
gold standard for the task of extracting medications and their attributes.
We extend these results by applying crowdsourcing to the more complex
task of medical relation extraction, that prima facie seems to require more
domain expertise than named entity recognition. Furthermore, we test



14 crowds vs. the medical expert

the viability of the crowdsourced ground truth by training a classifier for
relation extraction.

2.2.2 Crowdsourcing Ground Truth

Crowdsourcing ground truth has shown promising results in a variety
of other domains. Snow et al. [115] have shown that aggregating the
answers of an increasing number of unskilled crowd workers with ma-
jority vote can lead to high quality NLP training data. Hovy, Plank, and
Søgaard [61] compared the crowd versus experts for the task of part-
of-speech tagging. The authors also show that models trained based on
crowdsourced annotation can perform just as well as expert-trained mod-
els. Kondreddi, Triantafillou, and Weikum [77] studied crowdsourcing
for relation extraction in the general domain, comparing its efficiency to
that of fully automated information extraction approaches. Their results
showed the crowd was especially suited to identifying subtle formula-
tions of relations that do not appear frequently enough to be picked up
by statistical methods.

Other research for crowdsourcing ground truth includes: entity cluster-
ing and disambiguation [80], Twitter entity extraction [53], multilingual
entity extraction and paraphrasing [28], and taxonomy creation [32].
However, all of these approaches rely on the assumption that one black-
and-white gold standard must exist for every task. Disagreement between
annotators is discarded by picking one answer that reflects some consen-
sus, usually through using majority vote. The number of annotators per
task is also kept low, between two and five workers, in the interest of
reducing cost and eliminating disagreement. Whitehill et al. [127] and
Welinder et al. [123] have used a latent variable model for task difficulty,
as well as latent variables to measure the skill of each annotator, to
optimize crowdsourcing for image labels. The novelty in our approach is
to consider language ambiguity, and consequently inter-annotator dis-
agreement, as an inherent feature of the language. Language ambiguity
can be related to, but is not necessarily a direct cause of task difficulty.
The metrics we employ for determining the quality of crowd answers are
specifically tailored to measure ambiguity by quantifying disagreement
between annotators.

2.2.3 Disagreement & Ambiguity in Crowdsourcing

In addition to our own work [5], the role of ambiguity when building a
gold standard has previously been discussed by Lau, Clark, and Lappin
[78]. The authors propose a method for crowdsourcing ambiguity in the
grammatical correctness of text by giving workers the possibility to pick
various degrees of correctness. However, inter-annotator disagreement
is not discussed as a factor in measuring this ambiguity. After empiri-
cally studying part-of-speech datasets, Plank, Hovy, and Søgaard [104]
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found that inter-annotator disagreement is consistent across domains,
even across languages. Furthermore, most disagreement is indicative
of debatable cases in linguistic theory, rather than faulty annotation. It
is not unreasonable to assume that these findings manifest even more
strongly for NLP tasks involving semantic ambiguity, such as relation
extraction.

In assessing the Ontology Alignment Evaluation Initiative (OAEI)
benchmark, Cheatham and Hitzler [27] found that disagreement between
annotators (both crowd and expert) is an indicator for inherent ambiguity
of alignments, and that current benchmarks in ontology alignment and
evaluation are not designed to model this ambiguity. Schaekermann
et al. [112] propose a framework for dealing with uncertainty in ground
truth that acknowledges the notion of ambiguity, and uses disagreement
in crowdsourcing for modeling this ambiguity. To our knowledge, our
work presents the first experimental results of using disagreement-aware
crowdsourcing for training a machine learning system.

2.3 experimental setup

The goal of our experiments is to assess the quality of our disagreement-
aware crowdsourced data in training a medical relation extraction model.
We use a binary classifier [122] that takes as input a set of sentences
and two terms from the sentence, and returns a score reflecting the
confidence of the model that a specific relation is expressed in the
sentence between the terms. This manifold learning classifier was one of
the first to accept weighted scores for each training instance, although it
still requires a discrete positive or negative label. This property seemed
to make it suitable for our experiments, as we expected the ambiguity
of a sentence to impact its suitability as a training instance (in other
words, we decreased the weight of training instances that exhibited
ambiguity). We investigate the performance of the classifier over two
medical relations: cause (between symptoms and disorders) and treat
(between drugs and disorders).

The quality of the crowd data in training the classifier is evaluated in
two parts: first by comparing it to the performance of an expert-trained
classifier, and second with a classifier trained on distant supervision data.
The training is done separately for each relation, over the same set of
sentences, with different relation existence labels for crowd, expert and
baseline.

2.3.1 Data Selection

The dataset used in our experiments contains 3,984 medical sentences
extracted from PubMed article abstracts. The sentences were sampled
from the set collected by [122] for training the relation extraction model
that we are re-using. Wang & Fan collected the sentences with distant
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supervision [92, 124], a method that picks positive sentences from a corpus
based on whether known arguments of the seed relation appear together
in the sentence (e.g. the treat relation occurs between terms antibiotics
and typhus, so find all sentences containing both and repeat this for
all pairs of arguments that hold). The MetaMap parser [3] was used to
recognize medical terms in the corpus, and the UMLS vocabulary [15]
was used for mapping terms to categories, and relations to term types.
The intuition of distant supervision is that since we know the terms
are related, and they are in the same sentence, it is more likely that
the sentence expresses a relation between them (than just any random
sentence).

Relation

Corresponding

Definition Example

UMLS Relation(s)

treat may treat therapeutic use of a drug penicillin treats infec-
tion

cause cause of;
has causative agent

the underlying reason for
a symptom or a disease

fever induces dizzi-
ness

prevent may prevent preventative use of a
drug

vitamin C prevents in-
fluenza

diagnoses may diagnose diagnostic use of an in-
gredient, test or a drug

RINNE test is used to
diagnose hearing loss

location disease has pri-
mary anatomic site;
has finding site

body part in which dis-
ease or disorder is ob-
served

leukemia is found in
the circulatory system

symptom disease has finding;
disease may have
finding

deviation from normal
function indicating the
presence of disease or ab-
normality

pain is a symptom of
a broken arm

manifestation has manifestation links disorders to the
observations that are
closely associated with
them

abdominal distention
is a manifestation of
liver failure

contraindicate contraindicated
drug

a condition for which a
drug or treatment should
not be used

patients with obesity
should avoid using
danazol

side effect side effect a secondary condition
or symptom that results
from a drug

use of antidepressants
causes dryness in the
eyes

associated with associated with signs, symptoms or find-
ings that often appear to-
gether

patients who smoke
often have yellow
teeth

is a is a a relation that indicates
that one of the terms is
more specific variation of
the other

migraine is a kind of
headache

part of part of an anatomical or struc-
tural sub-component

the left ventricle is
part of the heart

Table 1: Set of medical relations.
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We started with a set of 12 relations important for clinical decision
making, used also by Wang & Fan. Each of these relations corresponds
to a set of UMLS relations (Table 1), as UMLS relations are sometimes
overlapping in meaning (e.g. cause of and has causative agent both map
to cause). The UMLS relations were used as a seed in distant supervi-
sion. We focused our efforts on the relations cause and treat. These two
relations were used as a seed for distant supervision in two thirds of the
sentences of our dataset (1,043 sentences for treat, 1,828 for cause). The
final third of the sentences were collected using the other 10 relations as
seeds, in order to make the data more heterogeneous.

To perform a comparison with expert-annotated data, we randomly
sampled a set of 975 sentences from the distant supervision dataset.
This set restriction was done not just due to the cost of the experts, but
primarily because of their limited time and availability. To collect this
data, we employed medical students, in their third year at American
universities, that had just taken United States Medical Licensing Ex-
amination (USMLE) and were waiting for their results. Each sentence
was annotated by exactly one person. The annotation task consisted of
deciding whether or not the UMLS seed relation discovered by distant
supervision is present in the sentence for the two selected terms. The
expert annotation costs are about $2.00 per sentence.

The crowdsourced annotation setup is based on our previous medical
relation extraction work [7]. For every sentence, the crowd was asked to
decide which relations (from Table 1) hold between the two extracted
terms. The task was multiple choice, workers being able to choose more
than one relation at the same time. There were also options available for
cases when the medical relation was other than the ones we provided
(other), and for when there was no relation between the terms (none).
The crowdsourcing was run on the Figure Eight1 (formerly known as
CrowdFlower) platform, with 15 workers per sentence, at a cost of $0.66

per sentence. Compared to a single expert judgment, the cost per sentence
of the crowd amounted to 2/3 of the sum paid for the experts.

All of the data that we have used, together with the templates for the
crowdsourcing tasks, and the crowdsourcing implementation details are
available online [40].

2.3.2 CrowdTruth Metrics

The crowd output was processed with the use of CrowdTruth metrics
– a set of general-purpose crowdsourcing metrics [65], that have been
successfully used to model ambiguity in annotations for relation extrac-
tion, event extraction, sounds, images, and videos [7]. These metrics
model ambiguity in semantic interpretation based on the triangle of
reference [98], with the vertices being the input sentence, the worker, and
the seed relation. Ambiguity and disagreement at any of the vertices (e.g.

1 https://www.figure-eight.com/

https://www.figure-eight.com/
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a sentence with unclear meaning, a poor quality worker, or an unclear
relation) will propagate in the system, influencing the other components.
For example, if a sentence is unclear, we expect workers will be more
likely to disagree with each other; if a worker is not doing a good job,
we expect that worker to disagree with other workers across the majority
of the sentences they worked on; and if a particular target relation is
unclear, we expect workers to disagree on the application of that relation
across all the sentences. By using multiple workers per sentence and
requiring each worker to annotate multiple sentences, the aggregate data
helps us isolate these individual signals and how they interact. Thus a
high quality worker who annotates a low clarity sentence will be recog-
nized as high quality. In our workflow, these metrics are used both to
eliminate spammers, as detailed by [7], and to determine the clarity of
the sentences and relations. The main concepts are:

• annotation vector: used to model the annotations of one worker for
one sentence. For each worker i submitting their solution to a task
on a sentence s, the vector Ws,i records their answers. If the worker
selects a relation, its corresponding component would be marked
with ‘1’, and ‘0’ otherwise. The vector has 14 components, one
for each relation, as well as none and other. Multiple choices (e.g.
picking multiple relations for the same sentence) are modeled by
marking all corresponding vector components with ‘1’.

• sentence vector: the main component for modeling disagreement.
For every sentence s, it is computed by adding the annotation
vectors for all workers on the given task: Vs = ∑i Ws,i . One such
vector was calculated for every sentence.

• sentence-relation score: measures the ambiguity of a specific relation
in a sentence with the use of cosine similarity. The higher the
score, the more clearly the relation is expressed in the sentence.
The sentence-relation score is computed as the cosine similarity
between the sentence vector and the unit vector for the relation:
srs(s, r) = cos(Vs, r̂), where the unit vector r̂ refers to a vector where
the component corresponding to relation r is equal to ‘1’, and all
other components are equal to ‘0’. The reasoning is that the unit
vector r̂ corresponds to the clearest representation of a relation in a
sentence – i.e. when all workers agree that relation r exists between
the seed terms, and all other relations do not exist. As a cosine
similarity, these scores are in the [0, 1] interval. Table 2 shows the
transformation of sentence vectors to the sentence-relation scores
and then to the training scores using the threshold below.

• sentence-relation score threshold: a fixed value in the interval [0, 1]
used to differentiate between a negative and a positive label for
a relation in a sentence. Given a value t for the threshold, all
sentences with a sentence-relation score less than t get a negative
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label, and the ones with a score greater or equal to t are positive.
The results section compares the performance of the crowd at
different threshold values. This threshold was necessary because
our classifier required either a positive or negative label for each
training example. Therefore, the sentence-relation scores must be
re-scaled in the [−1, 0] interval for negative labels. An example of
how the crowd scores for training the model were calculated is
given in Table 2.

Relation

sentence sentence-relation crowd score used in

vector score model training

Sent.1 Sent.2 Sent.1 Sent.2 Sent.1 Sent.2

treat 0 3 0 0.36 -1 -0.64

prevent 0 1 0 0.12 -1 -0.88

diagnose 1 7 0.09 0.84 -0.91 0.84

cause 10 0 0.96 0 0.96 -1

location 1 0 0.09 0 -0.91 -1

symptom 2 0 0.19 0 -0.81 -1

manifestation 0 0 0 0 -1 -1

contraindicate 0 0 0 0 -1 -1

associated with 1 3 0.09 0.36 -0.91 -0.64

side effect 0 0 0 0 -1 -1

is a 0 0 0 0 -1 -1

part of 0 0 0 0 -1 -1

other 0 1 0 0.12 -1 -0.88

none 0 0 0 0 -1 -1

Table 2: Given two sentences, Sent.1 and Sent.2, with term pairs in bold font,
the table shows the transformation of the sentence vectors to sentence –
relation scores, and then to crowd scores used for model training. The
sentence-relation threshold for the train score is set at 0.5 for these
examples.

Sent.1: Renal osteodystrophy is a general complication of chronic renal
failure and end stage renal disease.
Sent.2: If TB is a concern, a PPD is performed.

2.3.3 Training the Model

The sentences together with the relation annotations were then used
to train a manifold model for relation extraction [122]. This model was
developed for the medical domain, and tested for the relation set that we
employ. It is trained per individual relation, by feeding it both positive
and negative data. It offers support for both discrete labels, and real
values for weighting the confidence of the training data entries, with
positive values in (0, 1], and negative values in [−1, 0). Using this system,
we train several models using five-fold cross validation, in order to assess
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the performance of the crowd dataset. The training was done separately
for the treat and cause relations. For each relation, we constructed four
datasets, with the same sentences and term pairs, but with different
labels for whether or not the relation is present in the sentence:

1. baseline: The distant supervision data is used to provide discrete
(positive or negative) labels on each sentence - i.e. if a sentence
contains two terms known (in UMLS) to be related by treats, the
sentence is considered positive. Distant supervision does not extract
negative examples, so in order to generate a negative set for one
relation, we use positive examples for the other (non-overlapping)
relations shown in Table 1. This dataset constitutes the baseline
against which all other datasets are tested.

2. expert: Discrete labels based on an expert’s judgment as to whether
the baseline label is correct. The experts do not generate judgments
for all combinations of sentences and relations – for each sentence,
the annotator decides on the seed relation extracted with distant
supervision. Similarly to the baseline data, we reuse positive ex-
amples from the other relations to increase the number of negative
examples.

3. single: Discrete labels for every sentence are taken from one ran-
domly selected crowd worker who annotated the sentence. This
data simulates the traditional single annotator setting common in
annotation environments.

4. crowd: Weighted labels for every sentence are based on the Crowd-
Truth sentence-relation score. Labels are separated into a positive
and negative set based on the sentence-relation score threshold, and
negative labels are rescaled in the [−1, 0] interval. An example of
how the scores were processed is given in Table 2.

For each relation, two experiments were run. First, we performed a
comparison between the crowd and expert datasets by training a model
using the subset of sentences that also has expert annotations. In total
there are 975 unique sentences in this set. After we were able to deter-
mine the quality of the crowd data, we performed a second experiment
comparing the performance of the classifier when trained with the crowd
and baseline annotations from the full set of 3,984 sentences.

2.3.4 Evaluation Data

In order for a meaningful comparison between the crowd and expert
models, the evaluation set needs to be carefully vetted. For each of
the relations, we started by selecting the positive/negative threshold
for sentence-relation score such that the crowd agrees the most with the
experts. We assume that, if both the expert and the crowd agree that a
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sentence is either a positive or negative example, it can automatically be
used as part of the test set. Such a sentence was labeled with the expert
score.

The interesting cases appear when crowd and expert disagree. To
ensure a fair comparison, our team adjudicated each of them to decide
whether or not the relation is present in the sentence. The sentences
where no decision could be reached were subsequently removed from
the evaluation. There were 32 such sentences for cause (18 with negative
expert labels, and 14 with positive), and 15 for treat (all for positive ex-
pert labels). Table 5 in the Appendix shows some example sentences that
were removed from the evaluation set. This set constitutes of confusing
and ambiguous sentences that our team could not agree on. Often these
sentences contained a vague association between the two terms, but the
relation was too broad to label it as a positive classification example.
However, because a relation is nevertheless present, these sentences can-
not be labeled as negative examples either. Eliminating these sentences
is a disadvantage to a system like ours which was motivated specifically
by the need to handle such cases, however the scientific community still
only recognizes discrete measures such as precision and recall, and we
felt it only fair to eliminate the cases where we could not agree on the
correct way to map ambiguity into a discrete score.

For evaluation, we selected sentences through 5-fold cross-validation,
but we obviously only used the test labels when a partition was chosen to
be test. For the second evaluation over 3,984 sentences, we again selected
test sets using cross-validation over the sentences with expert annotation,
adding the unselected sentences with their training labels to the training
set. This allows us to directly compare the learning curves between the
975 and 3,984 sentences experiments. The scores reported are the mean
over the cross-validation runs.

2.3.5 CrowdTruth-Weighted Evaluation

We also explored how to incorporate CrowdTruth into the evaluation
process. The reasoning of our approach is that the ambiguity of a sentence
should also be accounted for in the evaluation – i.e. sentences that do
not clearly express a relation should not count for as much as clear
sentences. In this case, the sentence-relation score gives a real-valued score
that measures the degree to which a particular sentence expresses a
particular relation between two terms. Therefore, we propose a set of
evaluation metrics that have been weighted with the sentence-relation score
for a given relation. The metrics have been previously tested on a subset
of our ground truth data, as detailed in [38].

We collect true and false positives and negatives in the standard way,
such that tp(s) = 1 iff s is a true positive, and 0 otherwise, similarly
for f p, tn, f n. The positive sentences (i.e true positive and false negative
labels) are weighted with the sentence-relation score srs(s) for the given
sentence-relation pair, i.e. how likely it is that the relation is expressed in
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the sentence. Negative sentences (true negative and false positive labels)
are weighted with 1− srs(s), how likely it is that that the sentence does
not express the relation. Based on this, we define the following metrics
to be used in the evaluation:

• weighted precision: Where normally P = tp/(tp + f p), weighted
precision

P′ = ∑s srs(s) · tp(s)
∑s srs(s) · tp(s) + (1− srs(s)) · f p(s)

; (1)

• weighted recall: Where normally R = tp/(tp + f n), weighted recall

R′ = ∑s srs(s) · tp(s)
∑s srs(s) · tp(s) + srs(s) · f n(s)

; (2)

• weighted F-measure: Is the harmonic mean of weighted precision
and recall:

F1′ = 2P′R′/(P′ + R′). (3)

2.4 results

2.4.1 CrowdTruth vs. Medical Experts

In the first experiment, we compare the quality of the crowd with expert
annotations over the sentences that have been also annotated by experts.
We start by comparing the crowd and expert labels to the adjudicated test
labels on each sentence, without training a classifier, computing an F1

score that measures the annotation quality of each set, shown in Figure 1.
Since the baseline, expert, and single sets are binary decisions, they
appear as horizontal lines, whereas the crowd annotations are shown
at different sentence-relation score thresholds. For both relations, the
crowd labels have the highest annotation quality F1 scores, 0.907 for
the cause relation, and 0.966 for treat. The expert data is close behind,
with an F1 score of 0.844 for cause and 0.912 for treat. To calculate the
statistical significance of the results, we used McNemar’s test [88] over
paired nominal data, by constructing a contingency table from the binary
classification results (i.e. correct or incorrect classification) of paired
datasets (e.g. crowd and expert). This difference between crowd and
expert is not significant for cause (p > 0.5, χ2 = 0.034), and significant
for treat (p = 0.002, χ2 = 5.127). The sentence – relation score threshold
for the best annotation quality F1 is also the threshold where the highest
agreement between crowd and expert occurs (Figure 2).

Next we compare the quality of the crowd and expert annotations
by training the relation extraction model using each dataset. For the
cause relation, the results of the evaluation (Figure 3) show the best
performance for the crowd-trained model when the sentence-relation
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Figure 1: Annotation quality F1 scores.
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Figure 2: Crowd & expert agreement.

threshold is 0.5. Trained with this data, the classifier model achieves an F1

score of 0.642, compared to the expert-trained model which reaches 0.638.
The difference is statistically significant with p = 0.016 (χ2 = 5.789).

Table 3 shows the full results of the evaluation, together with the
results of the CrowdTruth weighted metrics (P’, R’, F1’). In all cases, the
F1’ score is greater than F1, indicating that ambiguous sentences have a
strong impact on the performance of the classifier. Weighted P’ and R’
also have higher values in comparison with simple precision and recall.
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Figure 3: Model testing F1 scores.

For the treat relation, the results of the evaluation (Figure!3) shows
baseline as having the best performance, at an F1 score of 0.856. The
crowd dataset, with an F1 score of 0.854, still out-performs the expert,
scoring at 0.832. These three scores are not, however, significantly differ-
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Dataset P P’ R R’ F1 F1’

crowd 0.565 0.632 0.743 0.754 0.642 0.687

cause expert 0.672 0.711 0.604 0.616 0.638 0.658

relation baseline 0.436 0.474 0.844 0.842 0.575 0.606

single 0.495 0.545 0.473 0.478 0.483 0.658

crowd 0.823 0.843 0.891 0.902 0.854 0.869

treat expert 0.834 0.863 0.833 0.84 0.832 0.85

relation baseline 0.767 0.811 0.968 0.968 0.856 0.882

single 0.774 0.819 0.856 0.866 0.811 0.84

Table 3: Model evaluation results over sentences with expert annotation. Crowd
scores are shown at 0.5 negative/positive sentence-relation score thresh-
old.

ent (p > 0.5, χ2 = 0.453), as there are so few actual pairwise differences
(a consequence of the higher scores and the size of the dataset).

For both cause and treat relations, the single annotator dataset per-
formed the worst. It is also worth noting that the sentence – relation
score threshold for the best classifier performance (0.5 for both relations)
is different from the threshold for best annotation quality, and highest
agreement with expert (0.7 for cause and 0.6 for treat, Figure 1).

Finally, we checked whether the number of workers per task was
sufficient to produce a stable sentence-relation score. We did this in
two ways, first by measuring the cosine distance between the sentence
vectors at each incremental number of workers (Figure 4a), and second by
measuring the annotation quality F1 score for treat and cause, combined
using the micro-averaged method (i.e. adding up the individual true
positives, false positives etc.), against the number of workers annotating
each sentence (Figure 4b). For both plots, the workers were added in the
order that they submitted their results on the crowdsourcing platform.
Based on these results, we decided to ensure that each sentence has
been annotated by at least 10 workers after spam removal. The plot
of the mean cosine distance between sentence vectors before and after
adding the latest worker shows that the sentence vector is stable at 10

workers. The annotation quality F1 score per total number of workers
plot appears less stable in general, with a peak at 12 workers, and a
subsequent drop due to sparse data – only 149 sentences had 15 or more
total workers. However, after 10 workers there are no significant increases
in the annotation quality. While it can be argued that both plots stabilize
for a lower number of workers, we picked 10 as a threshold because it
gives some room for improvement for sentences that might need more
workers before getting a stable score, while still being economical.
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Figure 4: Optimal number of workers analysis.

2.4.2 CrowdTruth vs. Distant Supervision

Distant supervision is a widely used technique in NLP, because its
obvious flaws can be overcome at scale. We did not have enough time
with the experts to gather a larger dataset from them, but the crowd
is always available, so after we determined that the performance of
the crowd matched the medical experts, we extended the experiments
to 3,984 sentences. The crowd dataset in this experiment uses a fixed
sentence-relation score threshold equal to 0.5, since this is the value
where the crowd performed the best in the previous experiment, for both
of the relations. As in the previous experiment, we employed five-fold
cross validation to train the model. The test sets were kept the same
as in the previous experiment, using the test partition labels as a gold
standard. The goal was to compare the crowd to the distant supervision
baseline, while scaling the number of training examples, until achieving
a stable learning curve in the F1 score. Since the single annotator dataset
performed badly in the initial experiment, it was dropped from this
analysis. The full results of the experiment are available in Table 4.
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Figure 5: Learning curves.
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Dataset P P’ R R’ F1 F1’

cause crowd 0.538 0.61 0.79 0.802 0.64 0.692

relation baseline 0.475 0.53 0.889 0.887 0.619 0.663

treat crowd 0.876 0.913 0.887 0.898 0.88 0.904

relation baseline 0.808 0.858 0.678 0.673 0.736 0.754

Table 4: Model evaluation results over 3,984 sentences. Crowd scores are shown
at 0.5 sentence-relation score threshold.

For both relations, the crowd consistently performs better than the
baseline. In the case of the cause relation, crowd and baseline perform
closer to each other, with an F1 score of 0.64 for crowd and 0.619 for
baseline. This difference is significant with p = 0.001 and χ2 = 10.028.
The gap in performance is even greater for accuracy, where the crowd
model scored at 0.773 and baseline at 0.705. The learning curves for the
cause relation (Figure 5a) show both datasets achieve stable performance.

For the treat relation, the crowd scores an F1 of 0.88, while baseline
scores 0.736, with p = 1.39× 10−10 significance, and χ2 = 41.176. The
learning curves (Figure 5b) show that, while baseline out-performed
crowd when training with less than 1,000 sentences, crowd performance
became stable after 1,000, while baseline went down, significantly in-
creasing the gap between the two datasets.

The gap in performance is also present in the weighted F1’ metrics.
As is the case in the previous experiment, the F1’ scores higher than the
regular F1 score for both crowd and baseline. The only weighted metric
that does not increase is the baseline recall. This is also the only metric
by which the baseline model performed better than the crowd.

2.5 discussion

2.5.1 CrowdTruth vs. Medical Experts

Our first goal was to demonstrate that, like the crowdsourced medical
entity recognition work by [129], the CrowdTruth approach of having
multiple annotators with precise quality scores can be harnessed to cre-
ate gold standard data with a quality that rivals annotated data created
by medical experts. Our results show this clearly, in fact with slight im-
provements, with a sizable dataset (975 sentences) on a problem (relation
extraction) that prima facie seems to require more domain expertise (than
entity recognition).

The most interesting result of the first experiment is that the sentence-
relation score threshold that gives the best F1 score is the same for
both cause and treat relations (Figure 3), at a value of 0.5. This shows
that ambiguous data is indeed valuable in training of clinical NLP models,
and that being too strict with what constitutes a positive (or negative)
training example produces flawed ground truth data. It is also worth
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noting that the single crowd annotator performs the worst for each of
the relations. This could be further indication that the crowd can only
achieve quality when accounting for the choices of multiple annotators,
and further calls into question the standard practice of using only one
annotator per example.

A curious aspect of the results is that the sentence-relation score
threshold that gives the highest annotation quality F1 score (Figure 1)
is different from the best threshold for classifier performance (Fig-
ure 3). It is the lower threshold (equal to 0.5) that results in the best
model. This is most likely due to the higher recall of the lower threshold,
which exposes the classifier to more positive examples. F-score is the
harmonic mean between precision and recall, and does not necessarily
represent the best trade-off between them, as this experiment shows for
annotation quality. Indeed F-score may not be the best trade-off between
precision and recall for the classifier, either, but it is the most widely
accepted and reported metric for relation extraction. Note also that for
both relations, the annotation quality at the 0.5 threshold is comparable
or better than expert annotation quality.

The fact that the experts performed slightly worse than the single
crowd annotator on the treat annotation quality (Figure 1) is also a sur-
prising finding. Although the difference is too small to draw significant
conclusions from, it indicates that the treat relation was easier to interpret
by the crowd and generated less disagreement – the single annotator had
a better performance for treat than for cause also in the model evaluation
(Figure 3). This result also shows that the experts we employed were
fallible, and made mistakes when annotating the data. A better approach
to gather the expert annotations would be to ask several experts per
sentence, to account for the failures in a single person’s interpretations.

In Figures 4a & 4b we observe that we need at least 10 workers to
get a stable crowd score. This result goes against the general practice
for building a ground truth, where per task there usually are 1 to 5

annotators. Based on our results, we believe that the general practice
is not applicable for the use case of medical relation extraction, and
should perhaps be reconsidered for other annotation use cases where
ambiguity can be present, as outside of a few clear cases, the input of
more annotators per task can be very useful at indicating the ambiguities
inherent in language, as well as all other interpretation tasks (e.g. images,
audio, event processing, etc.). Even with this added requirement, we
found that crowd data is still cheaper to acquire than annotation from
medical experts, as the crowd is both cheap (the cost of the crowd was
2
3 that of the expert) and always available via dedicated crowdsourcing
platforms like Figure Eight.

A bottleneck in this analysis is the availability of expert annotations
– we did not have the resources to collect a larger expert dataset, and
this indeed is the main reason to consider crowdsourcing. In this context,
the real value of distant supervision is that large amounts of data can
be gathered rather easily and cheaply, since humans are not involved.
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Therefore, the goal of the second experiment was to explore the trade-off
between quality and cost of crowdsourcing compared to distant supervi-
sion, while scaling up the model to reach its maximum performance.

2.5.2 CrowdTruth vs. Distant Supervision

The results for both relations (Figures 5a & 5b) show that the crowd does
out-perform the distant supervision baseline after the learning curves
have stabilized, thus justifying its cost. From this we infer that not only
is the crowd generating higher quality data than the automated baseline,
but training the model with weights, as opposed to binary labels, does
have a positive impact on the performance of the model.

The results of the CrowdTruth weighted F1’ consistently scored above
the simple F1, for both baseline and crowd over both relations. This
consolidates our assumption that ambiguity does have an impact on
classifier performance, and weighting test data with ambiguity can
account for this hidden variable in the evaluation.

The only weighted metric without a score increase is the baseline R’
for the cause relation (see Table 4). Recall is also the only un-weighted
metric for which the cause baseline model performed better than the
crowd. Recall is inversely proportional to the number of false negatives,
indicating that distant supervision, for this relation, is finding more
positives at the expense of incorrectly labeling some of them. This appears
to be a consequence of how the model performs its training – one of the
features it learns is the UMLS type of the terms. For the cause relation, it
seems that term types are often enough to accurately classify a positive
example (e.g. an anatomical component will rarely be the effect of a
causal relation).

Over-fitting on term types classification could also be the reason that
baseline performs better than the crowd in the initial experiment for
treat (Table 3), where recall for baseline is unusually high. treat is also a
relation that appears to favor a high recall approach – there are very few
negative examples where the type constraint of the terms (drug - disease)
is satisfied. In previous work [7] we observed that treat generates less
ambiguity than cause, which explains why treat has overall higher F1

scores than cause in all datasets. However, the high F1 scores could also
make the models for treat more sensitive to confusion from ambiguous
examples, as a small number of confusing sentences would be enough
to decrease such a high performance. Indeed, as more (potentially am-
biguous) examples appear in the training set, both the F1 and the recall
of the baseline for treat drop, while the crowd scores remain consistent
(Figure 5b). This result emphasizes the importance of weighting training
data with ambiguity, as a few ambiguous examples seem to have a
strong impact in generating false negatives during classification.
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2.5.3 Error Analysis & Limitations

In our error analysis of the annotation quality, we found that (as Figure 1

shows) experts and the crowd both make errors, but of different kinds.
Experts tend to see relations that they know hold as being expressed
in sentences, when they are not. For example, in, “He was the first to
describe the relation between Hemophelia and Hemophilic Arthropa-
thy,” experts labeled the sentence as expressing the cause relation, since
they know Hemophelia causes Hemophilic Arthropathy. Thus they are
particularly prone to errors in sentences selected by distant supervision,
since that is the selection criterion. Table 6 from the Appendix shows
more such examples. Crowd workers, on the other hand, were more
easily fooled by sentences that expressed one of the target relations, but
not between the selected arguments. For example, in “Influenza treatments
such as antivirals and antibiotics are sometimes recommended,"
some crowd workers will label the sentence with treats, even though we
are looking for the relation between antivirals and antibiotics. More such
examples are shown in Table 7 from the Appendix. The crowd achieves
overall higher annotation quality due to redundancy, over the set of 15

workers, it is unlikely they will all make the same mistake.
Our experiment has two limitations: (1) because of the limited avail-

ability of domain experts, we could not collect more than one expert
judgment per sentence, and (2) because the model used classifies data
with either a positive or a negative label, we removed the examples
from the evaluation set that could not fit into either label. We expect
that adding more expert annotators per sentence will result in better
quality annotations. However, disagreement will likely still be present
– as indicated by our previous work [5] on a set of 90 sentences, two
experts agreed only 30% of the time over what the correct relation is.
Future work could explore whether disagreement between experts is
consistent with the crowd disagreement. The second limitation lies with
evaluation measures such as precision and recall that require discrete
labels, which are the standard for classification models. The CrowdTruth
method was designed specifically to represent ambiguous cases that are
more difficult to fit into a positive or negative label, but to evaluate it
in comparison with discrete data, we had to use the standard metrics.
Now that we have shown the quality of the crowd data, it can be used
to perform more detailed evaluations that take ambiguity into account
through the use of weighted precision, recall and F1.

2.6 conclusion

The standard data labeling practice used in supervised machine learning
attempts to minimize disagreement between annotators, and therefore
fails to model the ambiguity inherent in language. We propose the
CrowdTruth method for collecting ground truth through crowdsourcing,
that reconsiders the role of people in machine learning based on the
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observation that disagreement between annotators can signal ambiguity
in the text.

In this work, we used CrowdTruth to build a gold standard of 3,984

sentences for medical relation extraction, focusing on the cause and treat
relations, and used the crowd data to train a classification model. We have
shown that, with the processing of ambiguity, the crowd performs just as
well as medical experts in terms of the quality and efficacy of annotations, while
being cheaper and more readily available. In addition, our results show
that, when the model reaches maximum performance after training,
the crowd also performs better than distant supervision. Finally, we
introduced and validated new weighted measures for precision, recall,
and F-measure, that account for ambiguity in both human and machine
performance on this task. These results encourage us to continue our
experiments by replicating this methodology for an increasing set of
relations in the medical domain.
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2.7 appendix: evaluation set examples

Sentence Relation

Crowd

Label

Expert

Label

The physician should ask about a history of diabetes
of long duration, including other manifestations of
diabetic neuropathy.

cause 0.977 -1

If the oxygen is too low, the incidence of decompres-
sion sickness increases; if the oxygen is too high,
oxygen poisoning becomes a problem.

cause 0.743 -1

Evidence: ? Vigilant intraoperative magement of hy-
pertension is essential during resection of pherochro-
mocytoma.

cause -0.651 1

This is the first case of Aicardi Syndrome associated
with lipoma and metastatic angiosarcoma.

cause -0.909 1

Will giving Acetaminophen prevent the pain of the
immunization?

treat 0.995 -1

FDA approves Thalidomide for Hansen’s disease
side effect, imposes unprecedented restrictions on
distribution.

treat 0.913 -1

Table 5: Example sentences removed from the evaluation (term pairs in bold
font).
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Sentence Relation

Crowd

Label

Expert

Label

Patients with a history of bee sting allergy may have
a higher risk of a hypersensitivity reaction with pa-
clitaxel treatment.

cause 0.9 -1

In contrast, we did not find a definite increase in the
LGL percentage within 6 months postpartum in pa-
tients with Grave’s disease who relapsed into Grave’s
thyrotoxicosis.

cause 0.737 -1

Hepatoma in one patient was correctly identified by
both methods, as well as the presence of ascites.

cause -0.579 1

The diagnosis of gyrate atrophy was confirmed bio-
chemically and clinically; hyperornithinemia and a
deficiency of ornithine ketoacid transamise were con-
firmed biochemically.

cause -0.863 1

Thirdly the evidence of the efficacy of Clomipramine
in OCD without concomitant depression reported
by Montgomery 1980 and supported by other studies
suggests that 5 HT uptake inhibitors have a specifi-
cally anti obsessiol effect.

treat 0.905 -1

The 1 placebo controlled trial that found black cohosh
to be effective for hot flashes did not find estrogen to
be effective, which casts doubt on the study’s validity.

treat 0.73 -1

Graft Versus Host Disease (GVHD) Prophylaxis
was methotrexate (1 patient), cyclosporine (2 pa-
tients), methotrexate + cyclosporine (3 patients), cy-
closporine + physical removal of T cells (2 patients).

treat -0.657 1

Patients with severe forms of Von Willebrands’ Dis-
ease (VWD) may have frequent haemarthroses, espe-
cially when Factor VIII (FVIII) levels are below 10

U/dL, so that some of them develop target joints like
patients with severe haemophilia A.

treat -1 1

Table 6: Example sentences where the expert was wrong (term pairs in bold
font).
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Sentence Relation

Crowd

Label

Expert

Label

Instability of bone fragments is regarded as the most
important factor in pathogenesis of pseudoarthrosis.

cause 0.928 -1

Atopic conditions include allergic rhinitis, atopic
eczema, allergic conjunctivitis and asthma.

cause 0.507 -1

The histological finding of Psammoma bodies is im-
portant in the diagnosis of duodel stomatostatino-
mas.

cause -0.558 1

A retrospective review of 64 patients with haematuria
and subsequent histologically proven carcinoma of
the bladder revealed that bladder tumours could be
diagnosed pre operatively in 34 of 46 (76%) of patients
with gross haematuria and 12 of of 18 (67%) of those
with microhaematuria.

cause -0.658 1

Hypersecretion of insulin increases the chance of the
incidence of diabetes type I and II while inhibiting
insulin secretion helps prevent diabetes.

treat 0.949 -1

To determine whether late asthmatic reactions and
the associated increase in airway responsiveness in-
duced by toluene diisocyate (TDI) are linked to air-
way inflammation we investigated whether they are
inhibited by Prednisone.

treat 0.52 -1

In one group of four pigs sensitive to Malignant Hy-
perthermia (MHS) a dose response to intravenous
Dantrolene was determined by quantitation of toe
twitch tension..

treat -0.575 1

Deficiency diseases include night blindness and ker-
atomalacia (caused by lack of vitamin A); beriberi
and polyneuritis (lack of thiamine); pellagra (lack of
niacin); scurvy (lack of vitamin C); rickets and osteo-
malacia (lack of vitamin D); pernicious anemia (lack
of gastric intrinsic factor and vitamin B 12.

treat -1 1

Table 7: Example sentences where the crowd was wrong (term pairs in bold
font).
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D ATA Q U A L I T Y F R O M D I S A G R E E M E N T

Whenever you find yourself on the side of the majority, it is time to
reform (or pause and reflect).

– Mark Twain, Notebook, 1904

The process of gathering ground truth data through human annota-
tion is a major bottleneck in the use of information extraction methods
for populating the Semantic Web. Crowdsourcing-based approaches are
gaining popularity in the attempt to solve the issues related to volume of
data and lack of annotators. Typically these practices use inter-annotator
agreement as a measure of quality. However, many domains contain
ambiguity in the data, as well as a multitude of perspectives of the
information examples. In this chapter, we present an empirically derived
methodology for efficiently gathering of ground truth data in a diverse
set of use cases covering a variety of domains and annotation tasks.
Central to our approach is the use of CrowdTruth metrics that capture
inter-annotator disagreement. We show that measuring disagreement is
essential for acquiring a high quality ground truth. We achieve this by
comparing the quality of the data aggregated with CrowdTruth metrics
with majority vote, over a set of diverse crowdsourcing tasks: Medical
Relation Extraction, Twitter Event Identification, News Event Extraction
and Sound Interpretation. We also show that an increased number of
crowd workers leads to growth and stabilization in the quality of annota-
tions, going against the usual practice of employing a small number of
annotators.

This chapter will appear in publication as Empirical Methodology for
Crowdsourcing Ground Truth in the Semantic Web Journal and was co-
authored by Oana Inel, Benjamin Timmermans, Carlos Ortiz, Robert-Jan
Sips, Lora Aroyo and Chris Welty. [49]

3.1 introduction

Knowledge base curation, or the task of populating knowledge bases,
is one of the main research challenges of crowdsourcing the Semantic
Web [111]. Knowledge base curation can be done either manually, by ask-
ing annotators to populate the knowledge graph by manually extracting
triples from unstructured data, or automatically by using information
extraction methods that are trained and evaluated on ground truth col-
lected from human annotators. In both cases, the process of gathering
the human annotations is the a bottleneck in the entire knowledge base
population process. The traditional approach to gathering human anno-
tation is to employ experts to perform annotation tasks [125], which is a

35
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costly and time consuming process. In addition, expert annotators are
not always available for specific tasks such as open domain question-
answering or news events, while many annotation tasks can require
multiple interpretations that a single annotator cannot provide [4].

As a solution to those problems, crowdsourcing has become a main-
stream approach. It has proved to provide good results in multiple
domains: annotating cultural heritage prints [99], medical relation an-
notation [6], ontology evaluation [97]. Following the central feature of
volunteer-based crowdsourcing introduced by [121] that majority voting
and high inter-annotator agreement [20] can ensure truthfulness of re-
sulting annotations, most of those approaches are assessing the quality
of their crowdsourced data based on the hypothesis [96] that there is
only one right answer to each question.

However, in Chapter 2 we have shown that the preserving inter-
annotator disagreement as part of the ground truth can still result in
high quality data, at least for the case of medical relation extraction.
Similar results were observed in collecting annotations for text [24, 105],
sounds [55] and images [31, 112], where it was found that disagreement
between annotators is not just a result of poor quality work, and can
actually be an indicator for other properties of the data, such as ambi-
guity and uncertainty [9]. Previous experiments we performed [5] also
identified issues with the assumption of the one truth: inter-annotator
disagreement is usually never captured, either because the number of
annotators is too small to capture the full diversity of opinion, or because
the crowd data is aggregated with metrics that enforce consensus, such as
majority vote. These practices create artificial data that is neither general
nor reflects the ambiguity inherent in the data.

In this chapter, we build on these findings and investigate more pre-
cisely how does allowing disagreement in crowdsourcing tasks influence the
quality of the data (RQ2). To answer this question, we investigate across a
variety of tasks and domains (Medical Relation Extraction, Twitter Event
Identification, News Event Extraction and Sound Interpretation). Also we
perform an evaluation in comparison with voting aggregation methods
that only take into account the opinion of the majority.

To capture and interpret inter-annotator disagreement, we employ
the CrowdTruth methodology for crowdsourcing human annotation [7].
Through the use of CrowdTruth aggregation metrics, the interpretations
collected from the crowd are transformed into explicit semantics for
the various tasks presented in this chapter – i.e. relations expressed in
sentences, topics / events expressed in tweets and news articles, words
describing sounds – thus enabling knowledge base curation for these
specific tasks. We prove that capturing disagreement is essential for
acquiring high quality semantics. We achieve this by comparing the
quality of the data aggregated with CrowdTruth metrics with majority
vote, a method which enforces consensus among annotators. By applying
our analysis over a set of diverse tasks we show that, even though
ambiguity manifests differently depending on the task (e.g. each task has
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an optimal number of workers necessary to capture the full spectrum of
opinions), our theory of inter-annotator disagreement as a property of
ambiguity is generalizable for any semantic annotation crowdsourcing
task.

The chapter makes the following contributions:

1. comparative analysis of crowdsourcing aggregation methods: we com-
pare the performance of ambiguity-aware CrowdTruth metrics and
consensus - enforcing metrics over a diverse set of crowdsourcing
tasks (Sections 3.4 & 3.5);

2. stability of crowd results: we show in several crowdsourcing tasks that
an increased number of crowd workers leads to growth and stabilization
in the quality of annotations, going against the usual practice of
employing a small number of annotators (Sections 3.4 & 3.5);

3. measuring quality in open-ended tasks: we present an extension to the
CrowdTruth methodology that allows the ambiguity-aware Crowd-
Truth metrics to deal both with open-ended and closed tasks (Sections
3.2 & 3.3), as opposed to the initial version of the CrowdTruth
metrics which only processed closed tasks;

4. semantics of ambiguity: applying the CrowdTruth methodology we
collect richer data that allows to reason about ambiguity of content
(in all modality formats, e.g. images, videos and sounds), which is
intrinsically relevant to the Semantic Web community (Section 3.5).

3.2 crowdtruth methodology

In this section, we describe the CrowdTruth methodology version 1.1, for
aggregating crowdsourcing data, which offers methods to aggregate both
closed an open-ended tasks. Version 1.1 presented in this chapter is a
generalization of the initial version 1.0 of CrowdTruth [65].

In Section 3.4 we use a number of annotation tasks in different do-
mains to illustrate its use and gather experimental data to prove the main
claim of this research - CrowdTruth methodology provides a viable alter-
native to traditional consensus-based majority vote crowdsourcing and
expert-based ground truth collection. The elements of the CrowdTruth
methodology are:

• annotation modeling with the triangle of disagreement;

• quality metrics for media units (input data), annotations and crowd
workers;

• identification of workers with low quality annotations.

Each of these elements is applicable across a variety of domains, con-
tent modalities, e.g., text, sounds, images and videos and annotation tasks,
e.g., closed and open-ended annotations. The following sub-sections
briefly introduce the overview of the methodology elements.
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3.2.1 CrowdTruth quality metrics

Measuring quality in CrowdTruth is done with the triangle of disagree-
ment model (based on the triangle reference [76]), which links together
media units, workers, and annotations, as seen in Fig.6. It allows us to
assess the quality of each worker, the clarity of each media unit, and
the ambiguity, similarity and frequency of each annotation. This model
makes it possible to express how the ambiguity in any of the corners
disseminates and influences the other components of the triangle. For
example, an unclear sentence or an ambiguous annotation scheme would
cause more disagreement between workers [7], and thus, both need to
be accounted for when measuring the quality of the workers.

Figure 6: Triangle of disagreement.

The CrowdTruth quality metrics [7] are designed to capture inter-
annotator disagreement in crowdsourcing. The CrowdTruth metrics were
developed for closed tasks, i.e. multiple choice tasks, where the annotation
set is known before running the crowdsourcing task. In Chapter 2.3.2, we
employed them to aggregate the results from the crowd for the task of
medical relation extraction from sentences, where the sentences represent
the media units and the relations represent the annotations in the triangle
of disagreement model.

In this chapter, we present a generalized and extended version of these
metrics (version 1.1), that can be used for both closed tasks as well as
open-ended tasks (i.e. the annotation set is not known beforehand, and
the workers can freely select all the choices that apply). The code for the
CrowdTruth version 1.1 metrics is available at: https://git.io/fA3Mq.

The quality of the crowdsourced data is measured using a vector space
representation of the crowd annotations. For closed tasks, the annotation
vector contains the given answer options in the task template, which
the crowd can choose from. For example, the template of a closed task
can be composed of a multiple choice question, which appears as a list
checkboxes or radio buttons, thus, having a finite list of options to choose
from.

While for closed tasks the number of elements in the annotation vector
is known in advance, for open-ended tasks the number of elements in the
annotation vector can only be determined when all the judgments for
a media unit have been gathered. An example of such a task can be

https://git.io/fA3Mq
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highlighting words or word phrases in a sentence, or as an input text
field where the workers can introduce keywords. In this case the answer
space is composed of all the unique keywords from all the workers
that solved that media unit. As a consequence, all the media units in a
closed task have the same answer space, while for open-ended tasks the
answer space is different across all the media units. The construction of
an open-ended annotation vector is shown in Table 8.

worker annotations dog barking walking animal echo loud

media unit – annotation score 0.47 0.31 0.79 0.15 0.15

media unit vector 3 2 5 1 1

majority vote 0 0 1 0 0

Table 8: Consider an open-ended sound annotation task where 10 workers have
to describe a given sound with keywords. The media unit for this task is
a sound, the annotation set contains all the keywords workers provide
for a sound. The table shows the media unit metrics, as well as the
majority vote score for the media unit.

Although the answer space for open-ended tasks is not known from
the beginning, it is still possible to deduce a finite answer space. To
achieve this, we added an answer space dimensionality reduction step to the
methodology for open-ended tasks. Additional goals of this step are to
reduce redundancy in the answer space through similarity clustering
(e.g. by making sure that synonymous words do not count as disagree-
ment between annotators), and to keep the vector space representation
small enough so that the CrowdTruth quality metrics still produce mean-
ingful values. The method for performing dimensionality reduction is
dependent on the annotation task itself.

In the annotation vector, each answer option is a boolean value, show-
ing whether the worker annotated that answer or not. This allows the
annotations of each worker on a given media unit to be aggregated,
resulting in a media unit vector that represents for each option how often
it was annotated.

Three core worker metrics are defined to differentiate between low-
quality and high-quality workers. Worker-Worker Agreement (wwa) mea-
sures the pairwise agreement between two workers across all media units
they annotated in common - indicating how close a worker performs
compared to workers solving the same task. Worker-Media Unit Agreement
(wma) measures the similarity between the annotations of a worker and
the aggregated annotations of the rest of the workers. The average of
this metric across all the media units solved gives a measure of how
much a worker disagrees with the crowd in the context of all media units.
Average annotations per media unit (na) measures for each worker the total
number of annotations they chose per media unit, averaged across all
media units they annotated. Since in many tasks workers can choose all
the possible annotations, a low quality worker can appear to agree more
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with the rest of the workers by repeatedly choosing multiple annotations,
thus increasing the chance of overlap.

Two media unit metrics are defined to assess the quality of each unit.
In this chapter, we focus on the Media Unit-Annotation Score – the core
CrowdTruth metric, used to measure the clarity with which the media
unit expresses a given annotation. This metric is computed for each
media unit and each possible annotation as the cosine between the media
unit vector and the unit vector for each possible annotation. This metric
is used in evaluating the quality of the CrowdTruth annotations.

3.2.2 Spam Removal

After collecting the crowd annotations, but before the evaluation of the
data, we perform spam removal. The purpose of this step is to identify
the adversarial and low quality workers – e.g. those workers that always
pick the same annotations, regardless of the unit. Once identified, the
spam workers are removed from the dataset, and their annotations are
not used in the evaluation. The methodology for spam removal is based
on our previous work in [116], extended in this chapter to work also for
open-ended tasks.

We identify the low quality workers by applying the core CrowdTruth
worker metrics, the worker-worker agreement (wwa), worker-media unit
agreement (wma) and the average number of annotations (na) submitted
by a worker for one sentence. The first two metrics are used to model
the extent to which a given worker agrees with the other annotators. The
purpose is not to penalize disagreement with the majority, but rather to
identify outliers, i.e., workers that are in constant disagreement. For closed
tasks where the semantics of the annotations in the answer space could
rarely overlap, it is unlikely that a large number of possible annotations
will occur for the same media unit. Therefore, the number of annotations
per sentence can also indicate spam behavior.

In open-ended tasks we apply the same approach. However, we need
to acknowledge the fact that open-ended tasks are more prone to dis-
agreement due to the large answer space and thus, the overall agreement
between the workers can occur with lower values. Thus, we do not have
predefined values for identifying the low-quality workers, but for every
task or job we use the following main heuristic: given worker w, if the
agreement wwa(w), wsa(w) and optionally, annotations per sentence
na(w), parameters do not fall within the standard deviation for the task,
then worker w is marked as a spammer. To confirm the validity of this
metrics we also perform manual evaluation based on sampling of the
results.

Based on the specificity of each task, closed or open-ended, the effort
required to pick different annotations might vary. For instance, when
no good annotation exists in the media unit, the time to complete the
annotation is considerably reduced. This can bias the workers towards
selecting the option that requires the least work. In order to prevent
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this, we introduce in-task effort consistency checks. Such annotations do
not count towards building the ground truth, and are used to reduce the
bias from picking the quickest option. For instance, when stating that no
annotation is possible in the media unit, the workers also have to write
an explanation in a text box for why no annotation were provided.

Task Type Media Unit Annotations

closed sentence

medical relations: cause, treat,

Medical prevent, symptom, diagnose,

Relation side effect, location manifestation,

Extraction contraindicate, is a, part of,

associated with, other, none

closed tweet

tweet events: FIFA World Cup 2014,

Davos world economic forum 2014,

Islands disputed between China and Japan,

Twitter 2014 anti-China protests in Vietnam,

Event Korean MV Sewol ferry ship sinking,

Identification Japan whaling and dolphin hunting,

Disappearance of flight MH370,

Ukraine crisis 2014, none of the above

News
open-ended sentence words in the sentenceEvent

Extraction

Sound
open-ended sound tags describing sound

Interpretation

Table 9: Crowdsourcing task details.

3.3 experimental setup

The aim of the crowdsourcing experiments described and analyzed in
this chapter is to show that the CrowdTruth ambiguity-aware crowdsour-
cing approach produces data with a higher quality than the traditional
majority vote where consensus among annotators is enforced. In or-
der to show this, we perform an experiment over a set of four diverse
crowdsourcing tasks:

• two closed tasks, i.e. Medical Relation Extraction, Twitter Event Identi-
fication,

• two open-ended tasks, i.e. News Event Extraction and Sound Inter-
pretation.

These tasks were picked from diverse domains (medical, sound, open),
to aid in the generalization of our results. To evaluate the quality of the
crowdsourcing data, we constructed a trusted judgments set by com-
bining expert and crowd annotations. The rest of this section describes
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the details of the crowdsourcing tasks, trusted judgments acquisition
process, as well as the evaluation methodology we employed.

3.3.1 Crowdsourcing Overview

Tables 9 and 10 present an overview of the crowdsourcing tasks, as
well as the datasets used. The results of the crowdsourcing tasks were
processed with the use of CrowdTruth metrics (Sec. 3.2.1), and we re-
moved consistently low quality workers based on the spam removal
procedure (Sec 3.2.2). The tasks were implemented and ran on Figure
Eight1 (formerly known as CrowdFlower). The templates are available
on the CrowdTruth platform2.

Task Source Has Media Workers/ Cost/

Expert Units Unit Judgment

Medical Relation Extraction PubMed yes 975 15 $0.05

Twitter Event Identification Twitter no 3,019 7 $0.02

News Event Extraction TimeBank yes 200 15 $0.02

Sound Interpretation Freesound yes 284 10 $0.01

Table 10: Crowdsourcing task data.

The payment per judgment was determined through a series of pilot
runs of the tasks where we started with a $0.01 cost per judgment, and
then gradually increased the payment until a majority of Figure Eight
workers rated our tasks as having fair payments. As a result, we were
able to get a constant stream of workers to participate in the tasks. The
values shown in Table 10 show the final cost per judgment we reached
after the pilot runs. Since crowd pay has a complex effect on the quality
of the annotation [85], and in order to remove confounding factors,
judgments collected with costs lower than those in Table 10 were left out
of this evaluation. In total, it took two months to perform the pilot runs
and then collect the judgments for all of the tasks.

The number of workers per media unit was determined experimen-
tally with the goal of capturing all possible results from the crowd and
stabilizing the quality of the annotations; this process is explained at
length further on in Section 3.4, with the results of the experiment shown
in Figure 12.

The Medical Relation Extraction dataset consists of 975 sentences
extracted from PubMed3 article abstracts. The sentences were collected
using distant supervision [92], a method that picks positive sentences
from a corpus based on whether known arguments of the seed relation
appear together in the sentence (e.g., the treat relation occurs between
the terms antibiotics and typhus, so find all sentences containing both

1 https://figure-eight.com/
2 tasks marked with ∗: https://github.com/CrowdTruth/CrowdTruth/wiki/Templates
3 http://www.ncbi.nlm.nih.gov/pubmed

https://figure-eight.com/
https://github.com/CrowdTruth/CrowdTruth/wiki/Templates
http://www.ncbi.nlm.nih.gov/pubmed
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and repeat this for all pairs of arguments that hold). The MetaMap
parser [3] was used to extract medical terms from the corpus and the
UMLS vocabulary [15] was used for mapping terms to categories, and
relations to term types. The intuition of distant supervision is that since
we know the terms are related, and they are in the same sentence,
it is more likely that the sentence expresses a relation between them
(than just any random sentence). We started with a set of 8 UMLS
relations important for clinical decision making [122], that became the
seed in distant supervision, but this chapter only discusses results for
the relations cause and treat, as these were the only relations for which
we could also collect expert annotations. The expert judgment collection
is detailed in Section 3.3.3.

Figure 7: Medical relation extraction task template (https://git.io/fhxfN).

The medical relation extraction task (see Figure 7) is a closed task. The
crowd is given a medical sentence with the two highlighted terms col-
lected with distant supervision, and is then asked to select from a list
all relations that are expressed between the two terms in the sentence.
The relation list contains eight UMLS4 relations, as well as is a, part
of, associated with, other, none relations, added to make the choice list
complete. Multiple choices are allowed in this task. To reduce the bias
of selecting none, we also added an in-task effort consistency check by
asking workers to explain in a text box why no relation is possible be-
tween the terms. The task results are processed into an annotation vector
containing a component for each of the relations. A detailed description
of the crowdsourcing data collection is given in [44].

The Twitter Event Identification dataset consists of 3,019 English
tweets from 2014, crawled from Twitter. The tweets are selected as been
relevant to eight events, such as, “Japan whale hunt”, “China Vietnam
relation” among other controversial events. The dataset was created by
querying a Twitter dataset from 2014 with relevant phrases for each of
the eight events, e.g., “Whaling Hunting”, “Anti-Chinese in Vietnam”.
The Twitter event identification task (see Figure 8) is a closed task. The crowd

4 https://www.nlm.nih.gov/research/umls/

https://git.io/fhxfN
https://www.nlm.nih.gov/research/umls/


44 data quality from disagreement

is asked to choose for each tweet the relevant events out of the list of
eight, as well as to highlight for each of the relevant events the event
mentions in the tweet. The crowd could also pick that none of the events
was present in the tweet. Multiple choices of events were permitted.
Since tweets and tweet annotations typically are not done by experts, we
did not collect expert data for this task. To reduce the bias of selecting
no event, we also added an in-task effort consistency check by asking
workers to explain in a text box why none of the events is present in the
tweet. The task results are processed into an annotation vector containing
a component for each of the events.

Figure 8: Twitter event identification task template (https://git.io/fhxf5).

The News Event Extraction dataset consists of 200 randomly selected
English sentences from the English TimeBank corpora [107], which were
also presented in [21]. The news event extraction (see Figure 9) is an
open-ended task. The crowd receives an English sentence, and is asked
to highlight words or word phrases (multiple words) that describe an
event or a time expression. For each sentence, the crowd is allowed to
highlight a maximum of 30 event expressions or time expressions. For
the purpose of this research we only focus on evaluating the extraction
of event expressions. We define an event as something that happened, is
happening, will or happen. On this dataset we employed expert annota-
tors as described in Section 3.3.3. To reduce the bias of selecting fewer
events than actually expressed in the task, we implemented an in-task
effort consistency check by asking workers that annotated 3 events or less
to explain in a text box why no other events are expressed in the sentence.
As part of the answer set dimensionality reduction step, we removed the
stop words from the sentence (we consider that the stop words are not

https://git.io/fhxf5
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meaningful for our analysis and they could add unsubstantial disagree-
ment), and split the expressions collected from the crowd into words.
The annotation vector is composed of the words in the sentence, where a
word is selected in the worker vector if it appears in at least one of the
expressions identified by the worker.

Figure 9: News event extraction task template (https://git.io/fhxfF).

The Sound Interpretation dataset consists of 284 unique sounds sam-
pled from the Freesound5 online database. All these recordings and
their metadata are freely accessible through the Freesound API6. We
focused on SoundFX sounds, i.e., sound effects category, as classified by
[56]. The Sound interpretation task (see Figure 10) is an open-ended task,
where the crowd is asked to listen to three sounds and provide for each
sound a comma separated list of keywords that best describe what they
heard. For each sound, any number of answers is possible. In the answer
set dimensionality reduction step, the annotated keywords were clustered
syntacticly using spell checking and stemming, and semantically using
a word2vec model [89] pre-trained on the Google News corpus. The
annotation vector contains a component for each of the keywords used
to describe the sound, after clustering. A detailed description of the
crowdsourcing data collection and processing is given in [91]. For this
dataset we also collected expert annotations from the sound creators as
described in Section 3.3.3.

Figure 10: Sound interpretation task template (https://git.io/fhxfb).

5 https://www.freesound.org/
6 https://www.freesound.org/docs/api/

https://git.io/fhxfF
https://git.io/fhxfb
https://www.freesound.org/
https://www.freesound.org/docs/api/
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3.3.2 Evaluation Methodology

The purpose of the evaluation is to determine the quality of the annota-
tions generated with CrowdTruth ambiguity-aware aggregating metrics.
To this end, we label each media unit and annotation pair with its media
unit-annotation score (see Section 3.2.1), and compare it with three other
methods for labeling the data, as described below:

• Majority vote: Each media unit-annotation pair receives either a
positive or a negative label, according to the decision of the majority
of crowd workers. For each annotation performed by a crowd
worker over a given media unit, we calculate the ratio of workers
that have selected this annotation over the total number of workers
that have annotated the unit, and assess whether it is greater or
equal to 0.5. This allows for multiple annotations to be picked for
one media unit. For some units, however, none of the annotations
were picked by half or more of the workers. This is especially the
case for open-ended tasks, such as sound interpretation, where
workers put in a large number of annotations, and agreement is
seldom. In these situations, we picked the annotations that were
selected by the most workers (even if they do not constitute more
than half). An example of the majority vote aggregation is shown
in Table 8.

• Single: Each media unit-annotation pair receives either a positive or
a negative label, according to the decision of a single crowd worker.
For every media unit, this score was randomly sampled from the
set of workers annotating it. Judgments from workers labeled as
spammers were not employed. While a single annotator is not used
as often as the majority vote in traditional crowdsourcing, we use
this dataset as a baseline for the crowd, to show that having more
annotators generates better quality data.

• Expert: Each media unit-annotation pair receives either a positive
or a negative label, according to the expert decision. The details
of how expert data was collected for each tasks are discussed in
Section 3.3.3.

The evaluation of the quality of the CrowdTruth method was done by
computing the micro-F1 score over each task. The micro-F1 score was
used in order to treat each case equally, without giving advantage to
annotations that appear less frequently in our datasets. Using the trusted
judgments collected according to Section 3.3.3, we evaluate each media
unit – annotation pair as either a true positive, false positive etc. We
compute the value of the micro-F1 score using the following formulas
for the micro precision (Equation 4) and micro recall (Equation 5):

Pmicro =
∑n

i=1 TPi

∑n
i=1 TPi + ∑n

i=1 FPi
(4)
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Rmicro =
∑n

i=1 TPi

∑n
i=1 TPi + ∑n

i=1 FNi
(5)

where TPi, FPi, FNi, with i from 1 to n (the number of media units
in the dataset), represent the number of true positive, false positive and
false negative annotations for media unit i. Finally, the micro-F1 score is
computed as the harmonic mean of the micro-precision and micro-recall.

An important variable in the evaluation is the media unit-annotation
score threshold for differentiating between a negative and a positive classi-
fication. Traditional crowdsourcing aims at reducing disagreement, and
therefore corresponds to high values for this threshold. Lower values
means accepting more disagreement in the classification of positive an-
swers by the crowd. In our experiments, we tried a range of threshold
values for each task, to investigate with which one we achieve the best
results. The media unit-annotation score threshold was also used in
gathering the set of trusted judgments for the evaluation (Section 3.3.3).
All the data used in this chapter can be found in our data repository7.

3.3.3 Trusted Judgments Collection

To perform the evaluation, a set of trusted judgments is necessary to
assess the correctness of crowd annotations. For each dataset, we man-
ually evaluated the correctness of all the media unit annotations that
were generated by the crowd and the experts. Depending on the task,
the number of media unit-annotation pairs can become quite high, so
we explored methods to make the manual evaluation more efficient.

For the datasets that contain expert annotation, we calculated the
thresholds which yielded the maximum agreement in number of anno-
tations between the crowd and expert annotations. These annotations
were then added to the trusted judgments collection, as the judgment
in this case is unambiguous. The interesting cases appear when crowd
and expert disagree. Previous work we performed in crowdsourcing
Medical Relation Extraction [8] has indicated that experts might not always
provide better annotations than crowd workers. Additionally, for the
Sound Interpretation task we noticed that experts provided considerably
fewer tags than the crowd, and there was a large discrepancy between an-
notations of crowds and experts, with a very small overlap between their
annotations. Therefore, instead of simply relying on expert judgment, the
annotations where crowd and expert disagree were manually relabeled
by exactly one of the authors, and then added to the trusted judgments
set, which is also published in our data repository. In Appendix 3.8 we
present a selection of examples where the expert judgment is different
from the trusted judgment. While these cases might call into question
the level of expertise of the domain experts, inconsistencies and disagree-
ment in expert annotation are regularly reported in various annotation

7 https://github.com/CrowdTruth/Cross-Task-Majority-Vote-Eval

https://github.com/CrowdTruth/Cross-Task-Majority-Vote-Eval
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tasks [27, 63, 87]. Furthermore, in Section 3.4 we will show that using the
trusted judgments for evaluation still results in the expert performing the
best for 2 out of 3 tasks. The only task where the expert underperforms is
Sound Interpretation, where the set of annotations provided by the expert
is much smaller than the one provided by the crowd.

We collected expert annotations for the Medical Relation Extraction data
by employing medical students. Each sentence was annotated by exactly
one person. The annotation task consisted of deciding whether or not
the UMLS seed relation discovered by distant supervision is present in
the sentence for the two selected terms.

For the Sound Interpretation task, each sound in the dataset contains a
description and a set of keywords that were provided by the authors of
the sounds. We consider the keywords provided by the sounds’ authors
as trusted judgments given by domain experts.

The news event extraction data was annotated with events by various
linguistic experts. In total, 5 people annotated each sentence but we only
have access to the final annotations, a consensus among the annotators.
In the annotation guidelines described in [107], events are defined as
situations that happen or occur, but are not generic situations. In contrast
to the crowdsourcing task, where the workers had very loose instructions,
the experts had very strict rules for identifying events, strictly based on
linguistic features: (i) tensed verbs: has called, will leave, was captured,
(ii) stative adjectives: sunken, stalled, on board and (iii) event nominals:
merger, Military Operation, Gulf War.

The only task without expert annotation is Twitter Event Identification –
as it is in the open domain, no experts exist for this type of data.

Figure 11: CrowdTruth F1 scores for all crowdsourcing tasks.
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Task Dataset Precision Recall F1 score Accuracy Threshold

Medical

Relation

Extraction

CrowdTruth 0.86 0.962 0.908 0.932

0.6
expert 0.899 0.89 0.895 0.927

majority vote 0.924 0.781 0.847 0.902

single 0.222 0.776 0.346 0.748

Twitter

Event

Identification

CrowdTruth 0.965 0.945 0.955 0.995

0.4majority vote 0.984 0.885 0.932 0.984

single 0.959 0.819 0.884 0.972

News

Event

Extraction

CrowdTruth 0.984 0.929 0.956 0.931

0.05

expert 0.983 0.944 0.963 0.942

majority vote 0.985 0.375 0.544 0.492

single 0.99 0.384 0.554 0.501

Sound

Inter-
pretation

CrowdTruth 1 0.729 0.843 0.815

0.1
expert 1 0.291 0.45 0.515

majority vote 1 0.148 0.258 0.418

single 1 0.098 0.178 0.383

Table 11: CrowdTruth evaluation results; the “Threshold” column shows the
highest F1 media unit - annotation score threshold for each task, for
which the evaluation was done.

Task Maj. Vote Expert Single

Medical Relation Extraction 0.0001 0.629 < 2.2× 10−16

Twitter Event Identification 0.0001 N/A 6.145× 10−15

News Event Extraction < 2.2× 10−16 0.505 < 2.2× 10−16

Sound Interpretation < 2.2× 10−16 < 2.2× 10−16 < 2.2× 10−16

Table 12: p-values for McNemar’s test of statistical significance in the Crowd-
Truth classification, compared with the others.

3.4 results

We begin by evaluating how the majority vote method compares with Crowd-
Truth, by calculating the precision/recall metrics using the gold standards
we collected for each of the four crowdsourcing tasks. Figure 11 shows
the F1 score for CrowdTruth over the four tasks. The results are calcu-
lated for different media unit-annotation score thresholds for separating
the data points into positive and negative classifications. Table 11 shows
the detailed scores for CrowdTruth, given the highest F1 media unit-
annotation score threshold.

Across all four tasks, the CrowdTruth method performs better than
both majority vote and the single annotator dataset. While majority vote
unsurprisingly performs the best on precision, as a consequence of its
lower rate of positive labels, CrowdTruth consistently scores the best for
both recall, F1 score and accuracy. These differences in classification are
statistically significant, as shown in Table 12 – this was calculated using
McNemar’s test [88] over paired nominal data.
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Figure 12: The effect of the number of workers per unit on the F1 score, calcu-
lated at the best media unit-annotation score threshold (Table 11).
For every point, the F1 is calculated with at most the given number
of workers. The number of units used in the calculation of the F1 is
shown in the y-axis on the right.

The evaluation of CrowdTruth compared with the expert is more
nuanced. For the Medical Relation Extraction and news event extraction
tasks, CrowdTruth performs as well as the expert annotators, with p-
values indicating there is no statistically significant difference in the
classifications. In contrast, for the task of Sound Interpretation, CrowdTruth
performs better than the expert by a large margin.

The second evaluation shows the influence of the number of workers on
the quality of the CrowdTruth data. Figure 12 shows the CrowdTruth F1

score in relation to the number of workers. Given one task, the number
of workers per unit varies because of spam removal, so the F1 score was
calculated using at most the number of workers at every point in the
graph. The number of units annotated with the given number of workers
is also shown in the graph.

The effects of the number of workers on the CrowdTruth F1 is clear
– more workers invariably leads to a higher F1 score. For the tasks of
Medical Relation Extraction, Twitter Event Identification and News Event
Extraction, the CrowdTruth F1 grows into a straight line, showing that
the opinions of the crowd stabilize after enough workers. For the Sound
Interpretation task, the CrowdTruth F1 score is still on an upwards trend
after 10 workers, possibly indicating that more workers are necessary to
get the full spectrum of annotations.

Figure 12 also shows that CrowdTruth performs better than majority
vote regardless of the number of workers per task. For closed tasks,
increasing the number of workers has a positive impact on the majority
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vote F1 score. For open tasks, adding more workers has less of an effect –
more workers increase the size of the annotation set for a unit, which is
typically larger than for closed tasks, but the agreement is low because
opinions are split between possible annotations.

Figure 13: CrowdTruth F1 score evaluation, using expert annotation as ground
truth.

Finally, Figure 13 shows an evaluation of CrowdTruth using only the
expert annotations as ground truth (the Twitter Event Identification task
does not have experts, so it could not be evaluated). The F1 scores are
lower than in the evaluation over the trusted judgments collection. For
the Medical Relation Extraction Task, majority vote performs essentially the
same as CrowdTruth, whereas for the open-ended tasks, CrowdTruth still
performs better. However, as we have shown in the Appendix, the expert
annotations contain errors and are sometimes incomplete, particularly in
the case of open-ended tasks. The evaluation using expert ground truth
was done to show that the trusted judgments set is not biased in favor of
CrowdTruth.

3.5 discussion

This chapter discusses the two main findings of the experiments: (1) that
the ambiguity-aware CrowdTruth approach with multiple annotators
and disagreement-based quality scores can perform better than majority
vote, and (2) that increasing the number of workers has a significant
impact on the quality of CrowdTruth annotations.
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3.5.1 CrowdTruth vs. Majority Vote

The first goal in this chapter was to show that the ambiguity-aware
CrowdTruth approach performs better than majority vote, a method
that enforces consensus among annotators. Our results over several
crowdsourcing tasks, as seen in Figure 11, show this clearly. The gap
in performance between CrowdTruth and majority vote is the most
striking for open tasks (News Event Extraction and Sound Interpretation).
These tasks also require the lowest agreement threshold for achieving
the best performance with CrowdTruth. During the trusted judgments
collection process, we observed how these tasks are prone to a wide
range of opinions – for instance, in the case of Sound Interpretation, there
are frequent examples of labels that are semantically dissimilar, but
could reasonably be applied to the same sound (e.g. the same sound
was annotated with the tag balloon popping by one worker, and with
gunshot by another worker). Because of this, enforcing consensus does
not work for these tasks, and ambiguity-aware annotation aggregation
appeared to be a viable solution.

Our evaluation also shows that processing crowd data with ambiguity-
aware metrics performs at least as well as expert annotators, which is
not the case for majority vote. Crowdsourcing annotation is significantly
cheaper in cost than experts – e.g. even with 15 workers per unit, crowd-
sourcing for the task of Medical Relation Extraction cost 2/3 of what the
experts did. The crowd also has the advantage of being readily available
on platforms such as Figure Eight, while the process of finding and
hiring expert annotators can incur significant time costs. As our results
showed, in order for the crowdsourcing to produce results comparable in
quality to that of experts, appropriate processing with ambiguity-aware
metrics is a necessity.

The variation in the optimal media unit-annotation score thresholds
across the tasks shows that the level of ambiguity is dependent on
the crowdsourcing task, thus supporting our triangle of disagreement
model (Section 3.2.1). It is not surprising that the task with the highest
agreement threshold (Medical Relation Extraction) also has the most exact
definition of a correct answer (i.e. whether a medical relation is expressed
or not in a given sentence). The definition of a medical relation is fairly
clear; in contrast, the definition of an event is more subjective, therefore
workers were able to come up with a wider range of correct annotations.

The experimental setup provides an empirical method for selecting
the optimal threshold for media unit-annotation score. However, if per-
forming an evaluation with trusted judgments is not possible, selecting
the optimal threshold becomes more difficult. For open-ended tasks, the
experiments indicate that almost all opinions matter, and the agreement
threshold should be as low as possible. In these cases, spam workers can
be successfully eliminated by in-task effort consistency checks, and there
is no need to enforce agreement beyond that. In contrast, the experiments
for closed tasks show higher agreement thresholds tend to work better.
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The difficulty as well as the subjectivity of the domain also appear to
have an impact. The threshold should grow together with the difficulty,
and inversely with subjectivity. However, both difficulty and subjectivity
might be difficult to measure in practice. In the end, the tuning of the
threshold should be regarded similarly to a precision-recall trade-off
analysis, where the optimal value depends on the requirements of the
ground truth (high precision but many false negative crowd labels, or
high recall but more false positives). The high variability for optimal
threshold values also shows the limitations of traditional evaluation
metrics like precision and recall that rely on discrete labels. CrowdTruth
metrics were constructed to measure ambiguity on a continuous scale,
but the use of standard metrics resulted in losing this information by
forcing the conversion to either positive or negative. Ultimately, our goal
is to move away from a binary ground truth that needs to be calculated
using a fixed threshold, and instead to use the CrowdTruth metrics to
express ambiguity on a continuous scale.

3.5.2 Finding the Right Number of Workers

The second goal of the experiment was to show increasing the number
of workers improves the quality of CrowdTruth annotations. The re-
sults in Figure 12 clearly show the increase in F1 score for CrowdTruth
as more workers contribute to the tasks. This combined with the poor
performance of the single annotator dataset proves the importance in
considering a large enough pool of workers to be able to accurately
capture the full spectrum of opinions.

The stabilization of the F1 score for Medical Relation Extraction, Twitter
Event Identification and News Event Extraction is an indication that we have
indeed managed to collect the entire set of opinions for these tasks. The
fact that the scores all stabilize at different points in the graph (around 8

workers for Medical Relation Extraction, 5 for Twitter Event Identification,
and 10 for News Event Extraction) indicates that the optimal number
of workers is dependent on the task type, thus also confirming our
hypothesis that more workers than what is typically being considered in
crowdsourcing studies are necessary for acquiring a high quality ground
truth.

There exists a trade-off between cost and quality of annotations that
should also be considered when optimizing the number of workers. The
higher cost was justified for these tasks, as the expert annotation was
three times more expensive than the crowdsourced annotations at expert
quality level.

An interesting observation is that the optimal number of workers per
task does not seem to influence the optimal media unit-annotation score
threshold for the task. The News Event Extraction requires a high number
of workers, but the optimal media unit-annotation score threshold is low,
while the Twitter Event Identification requires a low number of workers,
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and also a low media unit-annotation score threshold, at least compared
to Medical Relation Extraction.

While four tasks is a small sample to draw conclusions from, our
findings seem to indicate that ambiguity in the crowdsourcing system
has an impact on both the optimal number of workers per task, as well
as the clarity of the media units. These observations will form the basis
for our future research in modeling crowd disagreement.

Finally, it is worth discussing the outlier characteristics of the Sound
Interpretation task. It is the only task that does not achieve a stable F1

curve (Figure 12) possibly due to insufficient workers assigned to it. It is
also unique in its lack of false positive examples – precision is 1 for the
optimal media unit-annotation score threshold (Table 11), meaning that
all labels collected from the crowd were accepted as part of the trusted
judgments, with the exception of the spam workers that were removed
from the set. Sound Interpretation is also the only task for which the expert
annotator performed comparatively poor, with a statistically significant
difference from CrowdTruth. As mentioned in the beginning of this
section, after collecting the trusted judgments for this task, it became
clear that the main challenge for the Sound Interpretation task is not to
achieve consensus between annotators, but to collect the entire spectrum
of annotations that describe a sound, given that this spectrum is so large
(e.g. the tags balloon popping and gunshot can both reasonably apply
to the same sound). For this reason, it was difficult to label tags as false
positives, and the annotations of the workers, experts included, were
largely non-overlapping, as they tended to interpret the sounds quite
differently. The Sound Interpretation task is therefore an extreme example
of subjective ground truth.

3.6 related work

3.6.1 Crowdsourcing Ground Truth

Crowdsourcing has grown into a viable alternative to expert ground
truth collection, as crowdsourcing tends to be both cheaper and more
readily available than domain experts. Experiments have been carried
out in a variety of tasks and domains: medical entity extraction [53, 120,
129], medical relation extraction [73, 120], open-domain relation extrac-
tion [77], clustering and disambiguation [80], ontology evaluation [97],
web resource classification [22] and taxonomy creation [17]. [115] have
shown that aggregating the answers of an increasing number of unskilled
crowd workers with majority vote can lead to high quality NLP training
data. The typical approach in these works is to assume the existence of
a universal ground truth. Therefore, disagreement between annotators
is considered an undesirable feature, and is usually discarded by using
either of the following methods: restricting annotator guidelines, picking
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one answer that reflects some consensus usually through majority voting,
or using a small number of annotators.

3.6.2 Disagreement & Ambiguity in Crowdsourcing

Besides CrowdTruth, there exists some research on how disagreement
in crowdsourcing should be interpreted and handled. In assessing the
OAEI benchmark, Cheatham and Hitzler [27] found that disagreement
between annotators (both crowd and expert) is an indicator for inherent
uncertainty in the domain knowledge, and that current benchmarks
in ontology alignment and evaluation are not designed to model this
uncertainty. Plank, Hovy, and Søgaard [104] found similar results for
the task of crowdsourced part-of-speech tagging – most inter-annotator
disagreement was indicative of debatable cases in linguistic theory, rather
than faulty annotation. Bayerl and Paul [14] also investigate the role of
inter-annotator disagreement as a possible indicator of ambiguity inher-
ent in natural language. Lau, Clark, and Lappin [78] propose a method
for crowdsourcing ambiguity in the grammatical correctness of text by
giving workers the possibility to pick various degrees of correctness, but
inter-annotator disagreement is not discussed as a factor in measuring
this ambiguity. Schaekermann et al. [112] propose a framework for deal-
ing with uncertainty in ground truth that acknowledges the notion of
ambiguity, and uses disagreement in crowdsourcing for modeling this
ambiguity. For the task of word sense disambiguation, Jurgens [71] shows
that, in modeling ambiguity, the crowd was able to achieve expert-level
quality of annotations. Chang, Amershi, and Kamar [23] implemented a
workflow of tasks for collecting and correcting labels for text and images,
and found that ambiguous cases cannot simply be resolved by better
annotation guidelines or through worker quality control. Finally, Lin,
Mausam, and Weld [83] show that often, machine learning classifiers
can achieve a higher accuracy when trained with noisy crowdsourcing
data. To our knowledge, this chapter presents the first experiment across
several tasks and domains that explores ambiguity as a property of
crowdsourcing systems, and how it can be interpreted to improve the
quality of ground truth data.

3.6.3 Crowd Aggregation beyond Majority Vote

The literature on alternative crowdsourcing aggregation metrics typically
focuses on analyzing worker performance – identifying spam workers [16,
68, 74], and analyzing workers’ performance for quality control and
optimization of the crowdsourcing processes [114]. Whitehill et al. [127]
and Welinder et al. [123] have used a latent variable model for task
difficulty, as well as latent variables to measure the skill of each annotator,
to optimize crowdsourcing for image labels. Werling et al. [126] use
on-the-job learning with Bayesian decision theory to assign the most
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appropriate workers for each task, for both text and image annotation.
Finally, Prelec, Seung, and McCoy [106] show that the surprisingly
popular crowd choice (i.e. the answer that most workers thought would
not be picked by other workers, even though it is correct) gave better
results than the majority vote for a variety of tasks with unambiguous
ground truths (state capitals, trivia questions and price of artworks).

All of these approaches show promising improvements over the use of
majority vote as an aggregating method. These methods were developed
only for closed tasks, primarily dealing with classification. However, the
novel approach of CrowdTruth allows to explore both closed and open-
ended tasks. Furthermore, our focus is on modeling ambiguity as a latent
variable in the crowdsourcing system, as well as its role in generating
inter-annotator disagreement, which these approaches currently do not
take into account. We believe an optimal crowdsourcing approach would
combine both ambiguity modeling, as well as specialized task assignment
to workers. For instance, Felt et al. [51] developed a generative model
to aggregate crowd scores that incorporates features of the data (e.g.
number of words), although they do not evaluate the performance of
specific features. Ambiguity as measured with CrowdTruth, like the
media unit-annotation score, could be used as a data feature in such a
system.

3.7 conclusions

Gathering human annotation is a major bottleneck in the process of
knowledge base curation. Crowdsourcing-based approaches are gaining
popularity in the attempt to solve the issues related to volume of data
and lack of annotators. Typically these practices use inter-annotator
agreement as a measure of quality. However, by ignoring inter-annotator
disagreement, these practices tend to create artificial data that is neither
general nor reflects the ambiguity inherent in the source.

In this chapter, we investigated what is the impact of inter-annotator
disagreement on the quality of data across a variety of crowdsourcing
tasks. To capture inter-worker disagreement, we presented an empirically
derived methodology for efficiently gathering of human annotation
by aggregating crowdsourcing data with CrowdTruth metrics, which
harness the inter-annotator disagreement. We applied this methodology
over a set of diverse crowdsourcing tasks: closed tasks (Medical Relation
Extraction, Twitter Event Identification), and open-ended tasks (News Event
Extraction and Sound Interpretation).

Our results showed that preserving disagreement in the annotations allows
us to collect richer data, which enables reasoning about the ambiguity of
the content being annotated. This is intrinsically relevant to the Semantic
Web community, i.e. to identify the semantics of ambiguity across all
modalities, e.g. text, images, videos and sounds. In all the tasks we
considered, ambiguity-aware quality scores provide better ground truth
data than the traditional majority vote. Moreover, we have shown that
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CrowdTruth annotations have at least the same quality, even better in the
case of Sound Interpretation, as expert annotations. Finally, we showed
that, contrary to the common crowdsourcing practice of employing a
small number of annotators, adding more crowd workers actually can
lead to significantly better annotation quality.

In the future, we plan to expand our methodology to more complex an-
notation tasks, that require multiple or combined types of input beyond
the closed/open-ended categorization we presented in this chapter. We
are also working on expanding the CrowdTruth metrics for ambiguity
to incorporate the state-of-the art in modeling crowd worker and data
features [51]. Finally, we want to use the CrowdTruth data in practice for
training and evaluating information extraction models used to populate
the Semantic Web.
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3.8 appendix: dataset examples

Media Unit Annotation

Expert Crowd Trusted

Judgment Score Judgment

The epidermal nevus syndrome is
a neurocutaneous disorder charac-
terized by distinctive skin lesions
and often serious somatic and cen-
tral nervous system (CNS) abnor-
malities.

cause no 0.98 yes

For empiric treatment of epididymi-
tis, especially when gonococcal
or chlamydial infection is likely
Ofloxacin or levofloxacin should
be used only if epididymitis is not
caused by gonorrhea.

treat no 0.966 yes

In contrast, we did not find a defi-
nite increase in the LGL percentage
within 6 months postpartum in pa-
tients with Graves’ disease who re-
lapsed into Graves’ thyrotoxicosis.

cause no 0.738 yes

The 1 placebo controlled trial that
found black cohosh to be effective
for hot flashes did not find estro-
gen to be effective, which casts
doubt on the study’s validity.

treat no 0.73 yes

Multicentric reticulohistiocytosis
(MR) is a systemic disease of un-
known cause characterized by the
presence of a heavy macrophage in-
filtrate in skin and synovial tissues
and the development of an erosive
polyarthritis.

cause yes 0.697 no

Urokise versus tissue plasminogen
activator in pulmonary embolism.

treat yes 0.365 no

The principal differences between
these vaccines are the transmission
of live vaccine viruses from recipi-
ents to their contacts and the occur-
rence of occasional cases of para-
lytic poliomyelitis associated with
use of live poliovirus vaccine

treat yes 0.1 no

These cases highlight the impor-
tance of considering PTLD in
the differential diagnosis of lym-
phadenopathy.

cause yes 0.09 no

Table 13: Example sentences from the Medical Relation Extraction task where the
expert judgment is different from the trusted judgment. The pair of
terms that express the medical relation are shown in italic font in the
media unit.
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Media Unit Annotation

Expert Crowd Trusted

Judgment Score Judgment

The plan provides for the distribu-
tion of one common stock-purchase
right as a dividend for each share
of common outstanding

distribution no 0.95 yes

Two Middle East terrorists with
records of successful attacks
against Western targets Abu
Nidal and Abu Abbas have ties to
Baghdad.

attacks no 0.73 yes

Secretary of State James Baker said
on ABC-TV’s “This Week With
David Brinkley” that the series of
UN resolutions condemning Iraq’s
invasion of Kuwait “imply that the
restoration of peace and stability in
the Gulf would be a heck of a lot
easier if he and that leadership were
not in power in Iraq.”

invasion no 0.53 yes

The company also said it contin-
ues to explore all options concern-
ing the possible sale of National
Aluminum’s 54.5% stake in an alu-
minum smelter in Hawesville Ky.

sale no 0.24 yes

Yield on the issue was 7.88% no event yes 0.14 no

Har-Shefi said she heard Amir talk
about killing Rabin but did not tell
the police because she did not be-
lieve he was serious.

serious yes 0 no

The American hope is that someone
from within Iraq perhaps from the
army ’s professional ranks will step
forward and push Saddam Hussein
aside so that the country can begin
recovering from the disaster.

no event yes 0 no

Table 14: Example sentences from the News Event Extraction task where the ex-
pert judgment is different from the trusted judgment. The annotation
is shown in italic font in the media unit.
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Media Unit URL
Media Unit

Annotation

Expert Crowd Trusted

Description Judgment Score Judgment

https:
//freesound.org/
data/previews/21/
21266_88803-hq.mp3

jazz

cymbals no 0.272 yes

bangle no 0.136 yes

rhythmic no 0.136 yes

https:
//freesound.org/
data/previews/26/
26086_11477-hq.mp3

chicken

birds no 0.538 yes

geese no 0.359 yes

horns no 0.359 yes

https:
//freesound.org/
data/previews/35/
35823_317782-hq.mp3

weird drums

music no 0.875 yes

band no 0.145 yes

disco no 0.145 yes

https:
//freesound.org/
data/previews/39/
39329_404624-hq.mp3

trip hop

beat no 0.371 yes

percussion no 0.371 yes

chimes no 0.371 yes

https:
//freesound.org/
data/previews/41/
41462_78779-hq.mp3

beer glasses

clicks no 0.242 yes

clink no 0.242 yes

ding no 0.242 yes

Table 15: Example sounds from the Sound Interpretation task where the expert
judgment is different from the trusted judgment.
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4
L E A R N I N G R E L AT I O N C L A S S I F I C AT I O N F R O M T H E
C R O W D

It is not humanly possible to gather immediately from it what the logic
of language is. Language disguises thought.

– Ludwig Wittgenstein, Tractatus Logico-Philosophicus

In this chapter, we investigate whether disagreement-preserving crowd-
sourcing data can be used to improve the performance of natural lan-
guage processing models, focusing on the use case of relation extraction
from sentences. Distant supervision (DS) is a well-established method
for relation extraction from text, based on the assumption that when a
knowledge-base contains a relation between a term pair, then sentences
that contain that pair are likely to express the relation. We use the results
of a crowdsourcing relation extraction task to identify two problems
with DS data quality: the widely varying degree of false positives across
different relations, and the observed causal connection between relations
that are not considered by the DS method. The crowdsourcing data
aggregation is performed using ambiguity-aware CrowdTruth metrics,
that are used to capture and interpret inter-annotator disagreement. We
also explore the problem of propagating human annotation signals gath-
ered for open-domain relation classification through the CrowdTruth
methodology for crowdsourcing. We present preliminary results of us-
ing the crowd to enhance DS training data for a relation classification
model, without requiring the crowd to annotate the entire set. Finally,
we present a method that propagates crowd annotations to sentences
that are similar in a low dimensional embedding space, expanding the
number of labels by two orders of magnitude. Our experiments show
significant improvement in a sentence-level multi-class relation classifier.

This chapter is based on the following publications:

• False Positive and Cross-relation Signals in Distant Supervision Data
in the Automated Knowledge Base Construction Workshop at
NeurIPS 2017, co-authored by Lora Aroyo and Chris Welty. [41]

• Crowdsourcing Semantic Label Propagation in Relation Classification
in the Fact Extraction and Verification Workshop at EMNLP 2018,
co-authored by Lora Aroyo and Chris Welty. [45]

4.1 introduction

Distant supervision (DS) [92, 124] is a well-established semi-supervised
method for performing relation extraction from text. It is based on the
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assumption that, when a knowledge-base contains a relation between
a pair of terms, then any sentence that contains that pair is likely to
express the relation. This approach can generate false positives, as not
every mention of a term pair in a sentence means a relation is also
expressed [52]. Furthermore, dependencies between the semantics of the
relations such as causality or contradiction are also not considered by
the DS methodology. It is often assumed that these disadvantages are
compensated for by the scale of the data a DS method can produce, or
can be largely overcome with crowdsourced human annotation [2, 84].

Previously, we have shown that preserving disagreement in training
data for relation extraction results in performance that is comparable
to that of models trained with data from domain experts, and better
than for models just trained on DS (Chapter 2). However, the main
advantage of DS is that it is cheap to acquire, and therefore easy to
scale up in order to train the state-of-the-art models based on neural
networks [69, 131]. In contrast, crowdsourcing data is more expensive
to acquire, especially when collecting a multitude of perspectives so
as to capture disagreement. In this chapter, we investigate whether
disagreement-preserving crowdsourcing data can be used at the scale needed to
improve the performance of a relation classification neural network model (RQ3),
when the model requires hundreds of thousands of training examples.

To achieve this, we present two experiments in correcting DS data
with crowdsourcing. In the first experiment, we identify the DS issues
that crowdsourcing is able to solve: the widely varying degree of false
positives across different TAC-KBP relation types, and the observed
causal connection between relations missing from DS. We expose these
problems using the CrowdTruth [5, 7, 8] approach to gathering human
annotated data, analyze them, and offer preliminary heuristic and statis-
tical approaches to incorporating them back into DS-based training, that
provides better sentence-level relation classification results.

The second experiment explores the possibility of automatically ex-
panding smaller human-annotated datasets to DS scale using semantic
label propagation. Sterckx et al. [117] first proposed this method to cor-
rect labels of sentence dependency paths by using expert annotators, and
then propagating the corrected labels to a corpus of DS sentences by
calculating the similarity between the labeled and unlabeled sentences in
the embedding space of their dependency paths. We adapt and simplify
semantic label propagation to propagate labels without computing de-
pendency paths, and using the crowd instead of experts, which is more
scalable. Our simplified algorithm propagates crowdsourced annotations
from a small sample of sentences to a large DS corpus. To evaluate our
approach, we perform an experiment in open domain relation classifi-
cation in the English-language, using a corpus of sentences [43] whose
labels have been collected using the CrowdTruth method.

This chapter makes the following contributions:
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1. a comparison between crowdsourced and distant-supervision data
quality, highlighting the distant-supervision issues fixed with by the
crowd (Section 4.4.1);

2. a label propagation methodology to use crowdsourcing data at the
scale needed for training neural relation classification models (Sec-
tions 4.3.3 & 4.4.3);

3. a dataset of 4,100 sentences annotated with relations in the open
domain, that have been processed with disagreement analysis to
capture ambiguity [43].

4.2 related work

In recent years, researchers have explored unsupervised methods for
correcting DS data. For the task of knowledge base completion, [52]
applied memory networks both to correct false positives in the data, and
to capture dependencies between relations. For the same task, [70] devel-
oped a loss function that works with multi-label data, in order to capture
co-occurring relations. For relation classification from sentences, [110]
learn embeddings that capture cross-signals between relations. How-
ever, these approaches are dependent on training data that can express
relation semantics with at least some accuracy. The initial experiments
presented in this chapter show the error rate in the DS data can be so
high that unsupervised learning becomes unreliable when it comes to
capturing cross-relation signals.

Crowdsourcing is a well-used approach to correcting the mistakes in
DS by scaling out cheap human annotation. Angeli et al. [2] present
an active learning approach to select the most useful sentences that
need human re-labeling using a query by committee. Zhang et al. [130]
show that labeled data has a statistically significant, but relatively low
impact on improving the quality of DS training data, while increasing
the size of the DS corpus has a more significant impact. In contrast, Liu
et al. [84] prove that a corpus of labeled sentences from a pool of highly
qualified workers can significantly improve DS quality. All of these
methods employ large annotated corpora of 10,000 to 20,000 sentences.
In our experiment, we show that a comparatively smaller corpus of
2,050 sentences is enough to correct DS errors through semantic label
propagation. Levy et al. [81] have shown that a small crowdsourced
dataset of questions about relations can be exploited to perform zero-
shot learning for relation extraction. Pershina et al. [103] use a small
dataset of hand-labeled data to generate relation-specific guidelines that
are used as additional features in the relation extraction.

We have been studying the problem of collecting human annotations
from the crowd using the CrowdTruth methodology [5]. Our method
differs in that it gathers many annotations for the same examples, to
better reflect properties like ambiguity, human error and spam, and
the target semantics [7]. As discussed in Chapter 2, we have used this
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method successfully to improve DS results for the task of medical relation
extraction, achieving annotation quality equivalent to that provided by
medical experts, at less than half the cost.

The label propagation method was introduced by Xiaojin and Zoubin
[128], while Chen et al. [29] first applied it to correct DS, by calculating
similarity between labeled and unlabeled examples an extensive list
of features, including part-of-speech tags and target entity types. In
contrast, our approach calculates similarity between examples in the
word2vec [89] feature space, which it then uses to correct the labels of
training sentences. This makes it easy to reuse by the state-of-the-art in
both relation classification and relation extraction – convolutional [69]
and recurrent neural network methods [131] that do not use extensive
feature sets. To evaluate our approach, we used a simple convolutional
neural network to perform relation classification in sentences [95].

4.3 experimental setup

4.3.1 Data and Crowdsourcing Setup

For the relation-based correction experiment, we asked the crowd annotate
2,500 sentences from the NIST TAC-KBP 2013 English Slotfilling data
that were annotated with DS. For the semantic label propagation experiment,
we augmented this dataset by another 2,050 sentences picked at random
from the corpus of Angeli et al. [2]. For both datasets, we collected
annotations for 16 popular relations from the open domain that occur
between terms of types Person, Organization and Location, as shown
in in Figure 14,1. The resulting corpus also contains candidate term
pairs and DS seed relations for each sentence. As some relations are
more general than others, the relation frequency in the corpus is slightly
unequal – e.g. places o f residence is more likely to be in a sentence when
place o f birth and place o f death occur, but not the opposite.

Figure 14: Fragment of the crowdsourcing task template ( https://git.io/
fhxfP).

1 The alternate names relation appears twice in the list, once referring to alternate names
of persons, and the other referring to organizations.

https://git.io/fhxfP
https://git.io/fhxfP
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We ran a multiple-choice crowdsourcing task (Figure 14), asking 15
workers to annotate each sentence with the appropriate relations, or choose
the option none if none of the relations presented apply. Workers were en-
couraged to select all relations that apply. Each worker was paid $0.05 per
sentence. The task was run on the Figure Eight2 and Amazon Mechanical
Turk3 crowdsourcing platforms. The data is available online [43].

4.3.2 CrowdTruth Metrics

Crowdsourcing annotations are aggregated usually by measuring the
consensus of the workers (e.g. using majority vote). This is based on
the assumption that a single right annotation exists for each example.
In the problem of relation classification, the notion of a single truth
is reflected in the fact that a majority of proposed solutions treat rela-
tions as mutually exclusive, and the objective of the classification task is
usually to find the best relation for a given sentence and term pair. In
contrast, the CrowdTruth methodology proposes that crowd annotations
are inherently diverse [8], due to a variety of factors such as the ambi-
guity that is inherent in natural language. We use a comparatively large
number of workers per sentences (15) in order to collect inter-annotator
disagreement, which results in a more fine-grained ground truth that
separates between clear and ambiguous expressions of relations. This is
achieved by labeling examples with the inter-annotator agreement on a
continuous scale, as opposed to using binary labels.

To aggregate the results of the crowd, we use CrowdTruth metrics4 [48]
to capture and interpret inter-annotator disagreement as quality metrics
for the workers, sentences, and relations in the corpus. The annotations of
one worker over one sentence are encoded as a binary worker vector with
17 components, one for each relation and including none. The quality
metrics for the workers, sentences and relations, are based on average
cosine similarity over the worker vectors – e.g. the quality of a worker w
is given by the average cosine similarity between the worker vector of w
and the vectors of all other workers that annotated the same sentences.

The CrowdTruth metrics have been described previously in Chap-
ter 2.3.2 (version 1.0) and Chapter 3.2.1 (version 1.1). In this chapter, we
employ version 2.0 of the metrics, detailed in Appendix A. The novel
contribution of version 2.0 is that the propagation of ambiguity between
the three components of the crowdsourcing system (workers, media
units, annotations) has been made explicit in the quality formulas of
the components. In this experiment, we consider the sentences as the
media units, and the relations as the annotations. We then calculate
the quality metrics as mutually dependent (e.g. the sentence quality is
weighted by the relation quality and worker quality). The reason for this
is that low quality workers should not count as much in determining

2 https://www.figure-eight.com/
3 https://www.mturk.com/
4 https://github.com/CrowdTruth/CrowdTruth-core

https://www.figure-eight.com/
https://www.mturk.com/
https://github.com/CrowdTruth/CrowdTruth-core
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sentence quality, and ambiguous sentences should have less of an impact
in determining worker quality, and so on.

Among the CrowdTruth measures discussed in this chapter, we cal-
culate the per-relation false positive (FP) rate, the causal power between
relation pairs (RCP), and the sentence-relation score. Spam removal was
performed as well, but the details of this process are not relevant for the
chapter.

For each sentence-relation pair, we compute the sentence-relation score
(srs) as the ratio of workers that picked that relation over the total of
number of workers, weighted by the worker and relation quality. The srs
measures how clearly the relation is expressed in the sentence (the higher
the score, the more likely the relation is expressed), and is used as a
continuous truth measure. In order to make our results compatible with
discrete evaluation metrics (e.g. P, R, F1), we have chosen a threshold
of 0.5 per relation, corresponding to the majority vote, that allows for
multiple relations to be considered correct in a sentence. False positive
rates are then computed per relation using this threshold.

Causal power [30] is an estimate of the probability that the presence of
one relation implies the presence of another. Given two relations i and j,

RCP(Ri, Rj) =
P(Rj|Ri)− P(Rj|¬Ri)

1− P(Rj|¬Ri)
, (6)

where P(Ri) is the probability that relation Ri is annotated in the sen-
tence. This probability can be calculated on a micro basis giving us the
probability of one worker annotating two relations together; the macro
RCP calculates the probabilities in the sentence vectors, capturing causal-
ity as a result of two relations being annotated together in the same
sentence, but not necessarily by the same workers. We found micro RCP
to be vastly inferior to macro RCP, which is further evidence of the value
of having multiple workers per sentence, and only include the macro
RCP results in this chapter.

4.3.3 Label Propagation

Inspired by the semantic label propagation method [117], we propagate
the vectors of srs scores on each crowd annotated sentence to a much
larger set of distant supervised (DS) sentences (see datasets description
in Section 4.3.4), scaling the vectors linearly by the distance in low
dimensional word2vec vector space [89]. One of the reasons we chose the
CrowdTruth set for this experiment is that the annotation vectors give
us a score for each relation to propagate to the DS sentences, which have
only one binary label.

Similarly to Sultan, Bethard, and Sumner [118], we calculate the vector
representation of a sentence as the average over its word vectors, and
like Sterckx et al. [117] we get the similarity between sentences using
cosine similarity. Additionally, we restrict the sentence representation
to only contain the words between the term pair, in order to reduce the
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vector space to the one that is most likely to express the relations. For
each sentence s in the DS dataset, we find the sentence l′ from the crowd
annotated set that is most similar to s:

l′ = arg max
l∈Crowd

cos sim(l, s). (7)

The score for relation r of sentence s is calculated as the weighted average
between the srs(l′, r) and the original DS annotation, weighted by the
cosine similarity to s (cos sim(s, s) = 1 for the DS term, and cos sim(s, l′)
for the srs term):

DS∗(s, r) =
DS(s, r) + cos sim(s, l′) · srs(l′, r)

1 + cos sim(s, l′)
(8)

where DS(s, r) ∈ {0, 1} is the original DS annotation for the relation r
on sentence s.

4.3.4 Training the Relation Classification Model

The relation classification model employed is based on Nguyen and
Grishman [95], who implement a convolutional neural network with
four main layers: an embedding layer for the words in the sentence and
the position of the candidate term pair in the sentence, a convolutional
layer with a sliding window of variable length of 2 to 5 words that
recognizes n-grams, a pooling layer that determines the most relevant
features, and a softmax layer to perform classification.

We have adapted this model to be both multi-class and multi-label –
we use a sigmoid cross-entropy loss function instead of softmax cross-
entropy, and the final layer is normalized with the sigmoid function
instead of softmax – in order to make it possible for more than one
relation to hold between two terms in one sentence. The loss function is
computed using continuous labels instead of binary positive/negative
labels, in order to accommodate the use of the srs in training. The features
of the model are the word2vec embeddings of the words in the sentences,
together with the position embeddings of the two terms that express
the relation. The word embeddings are initialized with 300-dimensional
word2vec vectors pre-trained on the Google News corpus5. Both the
position and word embeddings are nonstatic and become optimized
during training of the model. The values of the other hyper-parameters
are the same as those reported by Nguyen and Grishman [95]. The model
was implemented in Tensorflow [1], and trained in a distributed manner
on the DAS-5 cluster [13].

4.4 results and discussion

In this section, we discuss the results of our experiments on improving
the performance of relation classification models with CrowdTruth. First,

5 https://code.google.com/archive/p/word2vec/

https://code.google.com/archive/p/word2vec/
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we evaluate DS data quality using crowdsourced data as ground truth.
Next, we present experimental results for two methods to enhance DS
training data for relation classification: (1) a preliminary experiment
with relation-based correction of the DS data, that shows the potential of
disagreement-aware crowdsourcing to correct DS data at scale, without
requiring the crowd to annotate the entire set, and (2) an experiment
with semantic label propagation that shows a robust way of propagating
the information in a small crowdsourced corpus to the scale needed for
training relation classification models.

4.4.1 Evaluating DS with CrowdTruth
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Figure 15: DS ratio of false positive over all positive labels, using the crowd as
ground truth.

Using the srs as a ground truth at a 0.5 threshold, Figure 15 shows
the correctness of the DS labels on the initial dev set of 1,025 sentence.
There is considerable variation in DS data quality across relations. The origin
and place o f death relations scored particularly badly, with more than
90% false positives. With such a high error rate in some relations, it is
arguable that any classifier could learn anything meaningful, regardless
of algorithm or quantity of data.

Manual error analysis on the initial dev set showed that many sen-
tences contain a Person - Location pair, where freebase specified both
that the person resided in and died at that location. This makes intuitive
sense, people tend to die in the places they live. In most of these cases, the
sentence expressed only the places o f residence relation, leading to the
false positives. The origin relation data suffers from the same problem.
Table 18 in the Appendix 4.6 shows several examples of these sentences.
This led us to consider a heuristic solution to this problem as a headroom
study as well as a statistical solution. Both are discussed in Section 5.
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PoB O PoR PoD FO EoM TEoM

PoB 1 0.64 0.17 -0.12 -0.19 -0.2 -0.21

O 0.88 1 0.31 -0.16 -0.29 -0.22 -0.22

PoR 0.42 0.56 1 -0.1 -0.59 0.12 0.13

PoD -0.03 -0.03 -0.01 1 -0.04 -0.05 -0.05

FO -0.07 -0.07 -0.09 -0.06 1 0.1 0.13

EoM -0.45 -0.36 0.11 -0.47 0.62 1 0.82

TEoM -0.5 -0.38 0.13 -0.45 0.86 0.86 1

(a) Crowd-based RCP

PoB O PoR PoD FO EoM TEoM

PoB 1 -0.6 0.55 -0.14 -0.54 -0.48 -0.57

O -0.02 1 -0.11 -0.16 -0.16 0.19 -0.15

PoR 0.65 -0.33 1 0.45 -0.7 -0.68 -0.75

PoD -0.06 -0.18 0.17 1 -0.18 -0.13 -0.19

FO -0.08 -0.06 -0.09 -0.06 1 0.09 0.09

EoM -0.35 0.35 -0.42 -0.21 0.46 1 0.66

TEoM -0.16 -0.1 -0.17 -0.12 0.34 0.24 1

(b) DS-based RCP.

Table 16: RCP for relation subset: place of birth (PoB), origin (O), places of residence
(PoR), place of death (PoD), founded organization (FO), employee or member
(EoM), top employee or member (TEoM). The scores show the causal
power RCP(Ri, Rj) of relations Ri in the rows, over the relations Rj
in the columns. Significant changes between crowd annotation based
causal power and distant supervision are in bold.

The results of the macro RCP analysis for six of the relations we ana-
lyzed (Table 16) shows that the place o f birth relation has a high causal
power (0.64) over origin, meaning that when place o f birth is annotated
in a sentence, origin is also likely to appear, with the inverse causal power
at 0.88. This high co-causality seems to indicate a confusion between the
two relations. Note also that these two relations have significant differ-
ences in causal power in the DS-based data. In contrast, place o f death
has a high causal power over places o f residence in the DS data (0.45),
reflecting the high error rate of place o f death caused by the overlap in
the KB with places o f residence.

In the crowd data we see a much higher co-causality for
employee or member and top employee or member, with only a slight
preference in the data for what we expect to be the “correct” causal
direction (that top employee or member causes employee or member), but
in the DS-based analysis, the incorrect interpretation drops a lot. In
manual error analysis we observed that these are properties of the data
set, which talk about more famous people who tend to be leaders and
founders, not “regular” employees. Table 19 in the Appendix shows
several examples sentences with false negative DS labels due to missing
causality.
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Among the non-symmetric causal pairs we see that
top employee or member causes f ounded organization, employee or member
causes f ounded org, and top employee or member causes f ounded org.
These again appear to be properties of the data set.

4.4.2 Relation-Based Correction Experiment

We expect that the metrics from CrowdTruth annotation can be used to
systematically enhance DS data at scale, without requiring the crowd to
annotate the entire set. As a preliminary headroom exercise, we trained
three models to test a few simple heuristic characterizations of our
analysis, and compared them to a baseline trained purely on DS data.
In each model, we changed only the training set (using the methods
described below). Each model was trained for 20,000 iterations, after the
point of stabilization for the train loss. We used the data in our initial
held-out test set as an evaluation target, again processing the continuous
SRS scores with a threshold of 0.5 to yield discrete truth values for
calculating P, R, and F. To evaluate the relation classification model on
CrowdTruth data with discrete metrics, we set a comparable threshold
of 0.5 on the model confidence score, separating between negative and
positive labels. Results are shown in Table 17.

1. DS: The baseline of 235,000 sentences annotated by DS from free-
base relations, used in Riedel et al. [108]. The per-relation training
labels are binary (1 and 0), based on the results of DS.

2. DS merged: Based on the results of the causality analysis, the train-
ing set is augmented to reflect the highest cross-relation signals.
We merge relations with symmetric RCP (origin and place o f birth),
and add the implied relation in the case of asymmetric RCP
(employee or member and top employee or member). To merge, the
DS baseline data is updated so that the symmetric relations always
co-occur, and adding caused relation whenever the caused rela-
tion appears. This approach shows a huge improvement across the
board over the baseline, with the overall highest P and F.

3. DS_RCP: Instead of manually identifying merged relations, the
training data is augmented by using the RCP scores. When a
relation i has a positive DS label for a given sentence, the labels
of all other relations j 6= i are updated by adding the macro RCP
that i has over j. The maximum value for the label is clipped at
1, to keep scores in the [0, 1] interval. The training labels in this
set have continuous values, as opposed to the binary values in
the previous two sets. The formula for updating the training label
for relation j in sentence s is: DS RCP(s, j) = max[1, DS(s, j) +
∑i 6=j RCP(i, j) · DS(s, i)], where DS(s, i) is the DS label of relation
i in sentence s. This method was comparable in precision to the
baseline, but scored a huge win in recall. The recall increase makes
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sense, though we have yet to investigate or explain the lack of
increase in precision.

4. DS_FP: Our analysis showed that the place o f death relation was
a large source of false positives in the DS data, because most of
the positives were actually expressing places o f residence. In every
sentence in the DS training set that had a 1 for place o f death, we
updated the score by subtracting its false positive ratio, which was
used in the loss function as described above. This did not impact
the results over the baseline, mainly because there were not many
place o f death relations in the DS data nor the test set, and any
improvement did not impact the overall result. We are confident
that more systematic treatment of false positive rates will improve
performance.

Precision Recall F1 score

DS 0.19 0.22 0.2

DS merged 0.43 0.33 0.37

DS_RCP 0.19 0.48 0.27

DS_FP 0.21 0.22 0.21

Table 17: Precision & Recall at 20,000 training steps.

The differences (in bold in Table 16) between the crowd and DS-based
causal power accounts for some of the classification errors in our trained
system, and we expect them to be a significant cause of error in systems
that try to learn cross-relation signals from DS data alone.

The preliminary results are not overwhelming, but highly indicative.
There is considerable headroom in cross-relation signals, and a more
robust approach holds promise to eliminate manual analysis, and work
as part of an overall pipeline that includes partial crowd data.

4.4.3 Label Propagation Experiment

Building on the results from the previous section on, we studied label
propagation as a more robust method of using a small crowdsourced
corpus to augment a DS dataset larger by several orders of magnitude.
As opposed to relation-based correction methods, label propagation
takes into account the information contained in the sentences themselves,
providing a more fine-grained method to correct errors in DS.

For this experiment, we split the full 4,100 crowd sentences into a dev
and a test set of equal size, and trained three models to compare with
the baseline on the held-out test set. Each model is trained for 25,000

iterations, after the point of stabilization for the train loss. The models
were trained by the following datasets:

1. DS: The baseline of 235,000 sentences annotated by DS.
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2. DS + CT: The 2,050 crowd dev annotated sentences added directly
to the DS dataset.

3. DS + W2V CT: The DS∗ dataset (Eq. 8), with relation scores propa-
gated over the 2,050 crowd dev sentences.

To evaluate the performance of the label propagation method, we
calculate the micro precision and recall (Figure 16a), as well as the co-
sine similarity per sentence with the test set (Figure 16b). In order to
calculate the precision and recall, a threshold of 0.5 was set in the srs,
and each sentence-relation pair was labeled either as positive or negative.
However, for calculating the cosine similarity, the srs was used without
change, in order to better reflect the degree of agreement the crowd
had over annotating each example. We observe that DS + W2V CT,
with a precision/recall AUC = 0.512, significantly outperforms DS (P/R
AUC = 0.294). DS + CT (P/R AUC = 0.372) also does slightly better
than DS, but not enough to compete with the semantic label propagation
method. The cosine similarity result (Figure 16b) shows that DS + W2V
CT also produces model predictions that are closer to the different agree-
ment levels of the crowd. Take advantage of the agreement scores in the
CrowdTruth corpus, the cosine similarity evaluation allows us to assess
relation confidence scores on a continuous scale. The crowdsourcing
results and model predictions are available online [43].
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Figure 16: Label propagation evaluation results.

One reason for which the semantic label propagation method works
better than simply adding the correctly labeled sentences to the train
set is the high rate of incorrectly labeled examples in the DS training
data, as discussed in Section 4.4.1. The success of the DS + W2V CT
comes in part because the method relabels all sentences in DS. Adding
correctly labeled sentences to the train set would require a significantly
larger corpus in order to correct the high false positive rate, but semantic
label propagation only requires a small corpus (two orders of magnitude
smaller than the train set) to achieve significant improvements.
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4.5 conclusion

This chapter explores how to improve the performance of open-domain re-
lation classification models with disagreement-aware ground truth data, by
propagating human annotation signals in distant supervision training
data. We have shown a very significant variation in the false positive
rate in distant supervision data, and it seems extremely likely that this
can be exploited to improve training. We also presented experimental
results for two methods to enhance distant supervision training data for
relation classification: (1) a preliminary experiment with relation-based
correction of the distant supervision data, that shows the potential of
disagreement-aware crowdsourcing to correct distant supervision data
at scale, without requiring the crowd to annotate the entire set, and (2)
an experiment with semantic label propagation that shows a robust way of
propagating the information in a small crowdsourced corpus to the scale
needed for training relation classification models.

Our version of the label propagation approach passes on the infor-
mation in human annotations to sentences that are similar in a low
dimensional embedding space, using a small crowdsourced dataset to
correct training data labeled with distant supervision. We present ex-
perimental results from training a relation classifier, where our method
shows significant improvement over the distant supervision baseline, as
well as just adding the labeled examples to the train set. Unlike Sterckx et
al. [117] who employ experts to label the dependency path representation
of sentences, our method uses the general crowd to annotate the actual
sentence text, and is thus easier to scale and not dependent on methods
for extracting dependency paths, so it can be more easily adapted to
other languages and domains. Also, since the semantic label propagation
is applied to the data before training is completed, this method can easily
be reused to correct train data for any model, regardless of the features
used in learning.

In future work, we plan to use the label propagation method to correct
training data for state-of-the-art models in relation classification, but
also relation extraction and knowledge-base population. We also plan to
explore different ways of collecting and aggregating data from the crowd.
CrowdTruth [41] proposes capturing ambiguity through inter-annotator
disagreement, which necessitates multiple annotators per sentence, while
Liu et al. [84] propose increasing the number of labeled examples added
to the training set by using one high quality worker per sentence. We
will compare the two methods to determine whether quality or quantity
of data are more useful for semantic label propagation. To achieve this,
we will investigate whether disagreement-based metrics such as sentence
and relation quality can also be propagated through the training data.
We believe a more continuous truth measure as opposed to the rather
arbitrary discrete measure will be productive for this evaluation.
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Finally, we are particularly excited about the possibility of using our
approach in conjunction with logical reasoning approaches such as those
reported in [35]. In this case, we are looking at more informed data that
reflects human understanding and properties of the data set, to discover
candidate relation pairs for investigating rules.

4.6 appendix: dataset examples

Sentence Relation Crowd SRS DS label

After growing up on Cat
Island, Tony McKay moved
to New York City at age 17

to study architecture.

place o f death 0.004 1

places o f residence 0.995 1

The film is based very loosely
on the lives of Wolfgang
Amadeus Mozart and
Antonio Salieri, two
composers who lived in
Vienna, Austria.

place o f death 0.074 1

places o f residence 0.865 1

Marku Ribas is the side more
Black music of this group
and was Bob Marley’s friend
in the 1970s, Jamaica, where
he lived.

origin 0 1

places o f residence 0.87 1

Osama bin Laden had
moved from Saudi Arabia to
Sudan during the 1990-91

Gulf War.

origin 0.3 1

places o f residence 0.74 1

Table 18: Example sentences with false positive place of death and origin DS labels
due to multiple relations in the KB over Person - Location term types.
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Sentence Relation Crowd SRS DS label

China on Monday officially
appointed Donald Tsang as
Hong Kong’s chief executive
for a second term.

employee or member 0.623 0

top employee or member 0.753 1

More than 3,000 taxi drivers
blocked Rome’s historic
centre Wednesday to protest
extra licences given by mayor
Walter Veltroni.

employee or member 0.529 0

top employee or member 0.841 1

Early years Joey Harrington
was born and raised in
Portland, Oregon, where he
has resided his entire life.

origin 0.645 0

place o f birth 0.867 1

Nelli Zhiganshina (born
March 31, 1987 in Moscow,
Russia) is a Russian ice
dancer who currently
represents Germany.

origin 0.555 0

place o f birth 0.791 1

Table 19: Example sentences with false negative employee or member and origin
DS labels due to missing causal connections.
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F I N D I N G A M B I G U I T Y F R O M D I S A G R E E M E N T

Everything is vague to a degree you do not realize until you have tried
to make it precise, and everything precise is so remote from everything
that we normally think, that you cannot for a moment suppose that is
what we really mean when we say what we think.

– Bertrand Russell, The Philosophy of Logical Atomism

In this chapter, we investigate how inter-annotator disagreement can be
used as an indicator for language ambiguity, using the task of FrameNet
frame disambiguation as a use case. FrameNet is a computational lin-
guistics resource composed of semantic frames, high-level concepts that
represent the meanings of words. In this chapter, we present an ap-
proach to gather frame disambiguation annotations in sentences using a
crowdsourcing approach with multiple workers per sentence to capture
inter-annotator disagreement. We perform an experiment over a set of
433 sentences annotated with frames from the FrameNet corpus, and
show that the aggregated crowd annotations achieve an F1 score greater
than 0.67 as compared to expert linguists. . This methodology was then
scaled up to collect a frame disambiguation resource over 5,000 sentence-
word pairs from Wikipedia – the largest corpus of this type outside of
FrameNet.

A qualitative examination of the disagreement in our data revealed
cases where the crowd annotation was correct even though the expert is
in disagreement, arguing for the need to have multiple annotators per
sentence. Most importantly, we examine cases in which crowd workers
could not agree, and demonstrate that these cases exhibit ambiguity,
either in the sentence, frame, or the task itself, and argue that collapsing
such cases to a single, discrete truth value (i.e. correct or incorrect) is
inappropriate, creating arbitrary targets for machine learning.

This chapter is based on the following publications:

• Capturing Ambiguity in Crowdsourcing Frame Disambiguation, in the
AAAI Conference on Human Computation and Crowdsourcing
(HCOMP) 2018, co-authored by Lora Aroyo and Chris Welty. [42]

• A Crowdsourced Frame Disambiguation Corpus with Ambiguity, in
the Annual Conference of the North American Chapter of the
Association for Computational Linguistics (NAACL-HLT) 2019,
co-authored by Lora Aroyo and Chris Welty. [47]

77
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5.1 introduction

We have shown that preserving inter-annotator disagreement can result
in ground truth data of a high quality (Chapters 2 & 3), that can be
used to improve the performance of natural language processing sys-
tems (Chapter 4). Based on these results, it appears that inter-annotator
disagreement is a useful property to have in ground truth data. We
argue that is because disagreement is often times indicative of ambiguity
that is inherent to natural language (RQ4). In this chapter, we explore how
disagreement can be used as an indicator for language ambiguity, using
the task of FrameNet frame disambiguation as a use case.

FrameNet is a computational linguistics resource based on the frame
semantics theory [12]. A semantic frame is an abstract representation of a
word sense, describing a type of entity, relation, or event, and identifies
the associated roles implied by the frame. The FrameNet resource offers
a collection of semantic frames, together with a corpus of documents
annotated with these frames. In the corpus, individual words are mapped
to the single frame that represents the meaning of that word in the
sentence.

Since many words have multiple possible meanings, the task of obtain-
ing these annotations is called frame disambiguation, similarly to word-
sense disambiguation. It is a complex task that typically is performed by
linguistic experts, subjected to strict annotation guidelines and quality
control [11]. As such, this task typically does not scale sufficiently in
order to meet the annotation requirements of modern machine learning
methods. Moreover, the annotation is typically performed by only one
expert, which makes it impossible to capture any diversity of perspec-
tives.

There have been a number of attempts at using crowdsourcing for
frame disambiguation in sentences, such as those by Hong and Baker [60]
and Chang et al. [25], offering a creative way to deal with the complexity
of the annotation task. This chapter addresses the considerable problem
of ambiguity in frame annotation, which we show to be a prominent
feature in frame semantics. We adapt the CrowdTruth framework, which
encourages using multiple crowd annotators to perform the same work,
and processes the disagreement between them to signal low quality
workers, sentences, and frames.

This chapter presents the following contributions:

1. CrowdTruth metrics for frame and sentence quality: a qualitative evalu-
ation showing that inter-annotator disagreement is an indicator of
ambiguity in both frames and sentences (Section 5.3.3);

2. crowd vs. expert evaluation: the crowd achieves comparative quality
with trained FrameNet experts (F1 > 0.67), and we provide exam-
ples of typical cases where the crowd annotation is correct despite
the expert disagreement (Section 5.4);
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3. ambiguity-aware annotation methodology: we demonstrate that the
cases in which the crowd workers could not agree exhibit ambiguity,
either in the sentence, frame, or the task itself; we argue that
collapsing such cases to a single, discrete truth value (i.e. correct or
incorrect) is inappropriate, creating arbitrary targets for machine
learning (Section 5.5);

4. evaluation of several frame disambiguation models: using evaluation
metrics that leverage the multiple possible frames per sentence
and their confidence scores, we show that even a model that al-
ways predicts the top crowd answer will not always have the best
performance (Section 5.6);

5. annotated corpus: 433 FrameNet sentences, and 5,000 Wikipedia
sentences with crowd annotations [46].

5.2 related work

This work relates to the state of the art in two areas of research: (1)
various crowdsourcing approaches for FrameNet related tasks, and (2)
dealing with ambiguity and disagreement in crowdsourcing. Below we
provide an overview of the research on which we base or inspire our
approach.

5.2.1 Crowdsourcing FrameNet

Hong and Baker [60] first experimented with applying crowdsourcing
for frame disambiguation, where the authors were able to achieve an
accuracy of 0.982 as compared to the expert annotators. We replicate
the performance of the crowd from this research in our experiments.
Moreover, we also measure the inter-annotator disagreement which we
show is a useful indicator of ambiguity in both sentences and frames.
Fossati, Giuliano, and Tonelli [57] extend the frame disambiguation task
with identifying frame roles (roles are the elements of the semantic frame,
e.g. participants in an event).

More recently, Chang et al. [25] proposed a method for supervised
crowdsourcing of frame disambiguation, where after an initial step of
picking the best frame for a word in a sentence, the crowd worker
receives feedback from the other annotators, and can then decide if
they want to change their annotation or not. This serves to correct
misunderstandings of the frame definition by the crowd. Pavlick et al.
[101] use automatic paraphrasing to increase the lexical coverage of
FrameNet, where crowdsourcing is employed to manually filter out bad
paraphrases.

Similarly to our claim, Jurgens [71] argues that ambiguity is an inherent
feature of frame/word sense disambiguation, and that crowdsourcing
can be used to capture it. The crowd is asked to annotate on a Likert
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scale the degree to which a sense applies to a word. As Likert scales
have been shown to be unreliable for capturing subjective measures [74],
our annotation task is composed of quantifiable binary questions (i.e.
does the frame apply to the word in the sentence or not?), and the
ambiguity is captured by giving the same examples to multiple workers
and measuring disagreement [7].

In our experiments we found between 10-15 workers provided the
most reliable results (the more complex the task, the more workers are
needed). Thus, we employ 15 annotators per task in our experiments
in order to ensure we capture sufficient diversity of interpretations,
compared to 10 by Hong and Baker [60] and 3 by Jurgens [71].

5.2.2 Disagreement & Ambiguity in Crowdsourcing

Our work is part of a continuous effort in exploring the inter-annotator
disagreement as an indicator for (1) inherent uncertainty in the domain
knowledge as Cheatham and Hitzler [27] found when assessing the On-
tology Alignment Evaluation Initiative (OAEI) benchmark, (2) debatable
cases in linguistic theory, rather than faulty annotation, as Plank, Hovy,
and Søgaard [104] found in their part-of-speech tagging task, and (3)
ambiguity inherent in natural language [14].

In our own work, we have primarily been interested in ambiguity
at the sentence level and in the target semantics [44]. The CrowdTruth
project has made software available [65] to process vector representations
of crowd gathered data that encourages disagreement, in a more continuous
representation of truth. We replicated our approach from other semantic
interpretations tasks to the frame disambiguation task.

Finally we note recent efforts to consider in ground truth corpora (1)
the notion of uncertainty, where Schaekermann et al. [112] also use dis-
agreement in crowdsourcing for modeling it, (2) the notion of ambiguity,
where Chang, Amershi, and Kamar [23] found that ambiguous cases
cannot simply be resolved by better annotation guidelines or through
worker quality control, and (3) the notion of noise, where Lin, Mausam,
and Weld [83] show that machine learning classifiers can often achieve a
higher accuracy when trained with noisy crowdsourcing data.

5.3 crowdsourcing setup

5.3.1 Dataset

The dataset used in this experiment consists of sentence-word pairs
from the FrameNet corpus from release 1.7 (the latest one at the time of
writing), where the given word in the sentence has been labeled with
a frame by expert annotators. We selected a word in each sentence and
constructed a list of candidate frames to show to the crowd (Fig. 17).
To do this, we used the Framester corpus [58], which maps FrameNet
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semantic frames to synonym sets from WordNet [90]. First, the sentences
were processed with tokenization, sentence splitting, lemmatization
and part-of-speech tagging. Then each word with a frame attached
to it was matched with all of its possible synonym sets from WordNet,
while making sure that the part-of-speech constraint of the synonym
set is fulfilled. Using the WordNet mapping, we constructed a list of
possible frames for each word with an expert annotation. From this
dataset, we randomly selected 433 sentence-word pairs, containing 341

unique frames and 300 unique words after lemmatization, that respect
the following conditions:

• The word has a part-of-speech of either a noun or a verb.

• Each word has at least two and no more than 20 candidate frames.

The restriction on the maximum number of frames was done so as not
to overwhelm the crowd with too many choices. However, annotating
words that have more than 20 frames can easily be adapted for our
template, by fragmenting the candidate frame list into several parts
and running the task multiple times. Also, having just one frame per
word means that the crowdsourcing task becomes one of validation, not
disambiguation, so the restriction on the minimum number of frames
was put in place.

For simplicity, we refer to the sentence-word pairs as sentences in the
rest of the chapter. This dataset, as well as the crowdsourcing results and
aggregated CrowdTruth metrics are available online [46].

5.3.2 Task Template

Figure 17: Fragment of the crowdsourcing task template (https://git.io/
fhxfH).

The crowdsourcing task was run on the Amazon Mechanical Turk
platform1. The task template is shown in Figure 17. The workers were

1 https://mturk.com/

https://git.io/fhxfH
https://git.io/fhxfH
https://mturk.com/
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given a sentence with the word highlighted, and then asked to perform
the multiple choice task of selecting all frames that fit the sense of the
highlighted word, or that none of the frames fit. The most challenging
part of the frame disambiguation task design is making sure that the
crowd can understand the meaning of the frame. For each frame, we
show the definition, as well as a list of sentences exemplifying the usage
of the frame. These example sentences can be accessed by the workers by
clicking a button next to each frame, so that the workers do not become
overwhelmed with the information on the task page. In order to make
sure we capture diverse worker opinions, we increased the number of
annotators per sentence from 10 (the number recommended by Hong and
Baker [60]), to 15. The cost of the task varied from $0.08 per annotation
at the start of the task, in order to attract a sizable pool of workers, to
$0.06 at the end, as workers became quicker at solving the task.

5.3.3 CrowdTruth Metrics for Capturing Disagreement

To aggregate the results of the crowd, while also capturing inter-annotator
disagreement, we use the CrowdTruth [7] metrics. In the triangle model
of the crowdsourcing system (Chapter 3.2), we consider the media unit
to be the sentence, and the annotation to be the frame. Similarly to
Chapter 4.3.2, we employ version 2.0 of the metrics (Appendix A), which
explicitly models the interdependence between sentences, frames and
workers.

The first step in calculating the CrowdTruth metrics is to construct the
worker vectors, which are a set of binary vectors encoding the decision of
one worker for one sentence. The vector has n + 1 components, where
n is the number of frames shown together with the sentence. If the
worker selects a frame from the multiple-choice list, its corresponding
component would be marked with ‘1’, and ‘0’ otherwise. The decision to
pick none of the frames also corresponds to a component in the vector.
Using these worker vectors, we then calculate the following disagreement
metrics:

• frame-sentence score (FSS): the degree with which a frame matches
the sense of the word in the sentence. It is the ratio of workers that
picked the frame to all the workers that read the sentence, weighted
by the worker quality (WQS). A higher FSS should indicate that
the frame is more clearly expressed in a sentence.

• sentence quality (SQS): the overall worker agreement over one
sentence. It is the average cosine similarity over all worker vectors
for one sentence, weighted by the worker quality (WQS) and frame
quality (FQS). A higher SQS should indicate a clear sentence.

• frame quality (FQS): the agreement on a frame in all sentences that
it appears. Given frame f , FQS( f ) = avg(FSS( f , s)|FSS( f , s) > 0).
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# Sentence Frame FSS

S1

Shops aimed at the tourist market are
interspersed with the more workaday
ironmongers.

aiming 0.808

purpose(∗) 0.288

S2

The major changes were not to daily tasks and
routines , but to the political power base.

cause change 0.804

undergo change(∗) 0.305

S3

This investigation has been stymied stopped,
obstructions thrown up every step of the way.

criminal investigation 0.898

scrutiny(∗) 0.377

S4 Does supersizing cause obesity?
cause to start 0.804

causation(∗)
0.608

S5

The loud, raucous Jamaican English dialect and
the waving hands reflect the joy with which
social relations are conducted here.

body movement 0.861

gesture(∗) 0.463

S6

The Intifada heralded the rise of the Muslim
fundamentalism.

heralding 0.777

omen(∗)
0.227

S7

Fish (heads discreetly wrapped in paper) are
still hung out to dry in the sun.

adorning 0.31

f illing(∗) 0.278

Table 20: Example sentence-word pairs where the top crowd frame choice is
different than the expert. The targeted word appears in italics font in
the sentence. The frame picked by the expert is marked with (∗).

FQS is also weighed by the quality of the workers and the sentences.
A higher FQS should indicate a clear frame semantics.

• worker quality (WQS): the overall agreement of one crowd worker
with the other workers, calculated using average cosine similarity
with other workers per sentence, and weighted by the sentence and
frame qualities.

These definitions are mutually dependent, e.g. the definition of SQS de-
pends on the FQS and WQS, the intuition being that low quality workers
should not make sentences look bad, and low quality sentences should
not make workers look bad, etc. The mutual dependence requires an it-
erative dynamic programming approach, which converged in numerous
applications in fewer than 8 iterations.

5.4 crowd vs. experts

To evaluate the quality of the crowd annotations, we iterate through
different values of thresholds in the FSS to classify a frame-sentence
pair as either positive or negative, then compare the results with the
annotations of the FrameNet experts. The results for both the micro (i.e.
each frame-sentence pair is counted as either true positive, false positive
etc. and used in the calculation of the F1 and accuracy) and macro (the
F1 and accuracy are calculated for each sentence and each frame, and
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then averaged into the final values) scores are presented in Figures 18a
& 18b.
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Figure 18: Crowd evaluation results, using expert annotation as correct.

At the best FSS threshold, the accuracy scores are comparable to those
presented by Hong and Baker [60], who report an average accuracy of
0.928, although on a different dataset. However, accuracy in multi-class
classification problems are unreliable as there are high numbers of true
negatives. The F1 score is likely a more reliable metric of the performance
of the crowd, with scores > 0.67 for all 3 versions of the F1. Finally, an
ANOVA test over the paired FSS and expert decision for a frame-sentence
pair resulted in the F− value = 4597 and p < 2e−16, proving that there
is a statistically significant relationship between the crowd FSS and the
decision of the expert.

While the majority of expert choices have high FSS scores, there are
some exceptions. We observed 3 different causes for this disagreement,
which are exemplified in Table 20:

1. The crowd misunderstood the frame definition. For instance, in S1, the
crowd mistook the aiming frame to mean purpose, instead of the
more literal meaning of the frame of adjusting an instrument to
reach a target. In S2, the crowd correctly identifies a causal sense,
but the correct interpretation is a passive change (changes [...] to the
political power) instead of the active change (i.e. a subject is doing
the changing) that is picked by the crowd.

2. The information in the sentence is incomplete to identify the correct
frame. S3 does not express whether the investigation is criminal in
nature, although that is a possible interpretation. This represents
a limitation in the design of the crowdsourcing task – in some
versions of the expert task, annotators had the full context of the
document available when performing the annotations. This could
be fixed or reduced by providing the sentence before and after,
without overloading the workers.

3. The crowd offers a legitimate alternative interpretation of what the
correct frame should be. In S5 the crowd picks the more general
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# Sentence SQS Frame FSS

P1

Egypt has provided no evidence
demonstrating the elimination of
its biological warfare ability,
which has existed since at least
1972.

0.841

removing(∗) 0.938

cause change 0.175

event 0.032

P2

First, he forbade seeking the aid
of infidels when the Syrian
Mujahiddin asked Saddam
Hussein to overthrow the regime
of Hafiz Al-Assad in Syria.

0.669

change o f leadership(∗) 0.847

removing 0.539

eventive cognizer a f f ecting 0.087

people 0.005

P3

Their influence helped draw a
line in the desert sand between
legitimate operations and mob
casinos, where illegal skimming
of profits was rampant.

0.366

removing(∗) 0.532

the f t 0.494

committing crime 0.459

misdeed 0.431

cause change 0.273

P4

The above mentioned protection
procedures are only for
observation purposes, while
patrols check the fences, the
barriers, and the towers.

0.786

means(∗) 0.889

being employed 0.11

P5

We’ve expanded Goodwill’s
proven methods to towns and
neighborhoods where they are
needed most.

0.364

means(∗) 0.601

expertise 0.342

domain 0.173

f ields 0.131

P6

The latest approach is perhaps
the best of the post-mob era :
the comprehensive resort.

0.208

means(∗) 0.457

conduct 0.225

path traveled 0.159

communication 0.121

P7

Prime Minister Ariel Sharon of
Israel urged President Bush to
step up pressure on Iran to give
up all elements of its nuclear
program.

0.528

attempt suasion(∗)
0.81

request 0.387

communication 0.337

cause to start 0.115

P8

The security team should urge
everyone to take precautions
and guard their homes tightly.

0.358

attempt suasion(∗)
0.605

request 0.321

cause to start 0.256

communication 0.213

P9

The security team should
publish a periodic bulletin and
distribute to all residents,
advising them how to safely
store gaz and logs.

0.386

attempt suasion(∗)
0.576

communication 0.567

expertise 0.167

request 0.156

Table 21: Different FSS values for the frames removing (P1, P2, P3), means (P4,
P5, P6), attempt suasion (P7, P8, P9). The targeted word appears in
italics font in the sentence. The frame picked by the expert is marked
with (∗).
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frame body movement for waving, while in S4 and S6, the crowd
picks more specific interpretations than the expert (cause to start
for the obesity effect instead of the broader sense of causation in
S4, and heralding instead of omen for the word heralding in S6). S7
shows an example where the expert made a mistake, as f illing
refers to the action of covering an area with something, whereas
adorning refers to the passive act of being covered.

5.5 capturing ambiguity

The cases where the experts and crowd disagree exemplify how difficult
frame disambiguation can be when dealing with ambiguity, both in
sentences and in the frame definition. Currently in the FrameNet corpus,
the expert annotations lack the level of granularity necessary to differ-
entiate between clear expressions of the frames, and more ambiguous
ones. In this section, we discuss cases of ambiguity in the frame-sentence
expression, in the sentence quality, and in the frame quality.

5.5.1 Ambiguity in the Frame-Sentence Expression

We proposed the FSS metric as a method to capture the degree of ambigu-
ity with which a frame captures a word sense in a sentence. In Table 21,
we show how the FSS metric varies together with the clarity with which
a frame is expressed across different sentences. We demonstrate this
across 3 different frames:

• removing: P1 is an unambiguous expression of the frame, as re-
flected by the high agreement score. In P2, the top crowd frame
as well as the expert choice frame change o f leadership refers to
overthrowing the government, and removing can be read as a gen-
eralization of this sense (i.e. removing the government by over-
throwing it) – removing is a valid interpretation, but less specific,
and the lower FSS seems justified. P3 is an even more ambigu-
ous case – it is not clear whether the word skimming refers to
generally committing crime, or to the more specific crime of the f t,
and removing is a generalization for the sense of the f t, however
skimming here is a common metaphor, and not the actual act of
skimming. We claim the rank ordering of uses of the removing
frame here is sensible, moreover it is far more useful to capture this
information than require a single discrete truth value - the third
case is simply not as clear a usage of the frame as the first. There
is a certain arbitrariness to determining which of these is "truly
removing" and which is not.

• means: This frame refers to the means used by an agent to achieve a
purpose. While P4 offers an unambiguous expression of the frame,
in P5 the means with which to achieve a goal becomes confused
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# Sentence SQS Frame FSS

Q1

Although David bought the land
for the Temple and carefully
assembled its building materials,
he was deemed unworthy of
constructing the Temple.

0.711

building(∗) 0.925

manu f acturing 0.183

create physical artwork 0.056

Q2

Passageways for cars and
pedestrians should be designated 4-
Road bumps: Six successive bumps
should be constructed at 500 meters
from the location.

0.542

building(∗) 0.768

manu f acturing 0.326

create physical artwork 0.089

Q3

Constructed in wood, brick, stone,
ceramic, and bronze, this is a work
of extravagant beauty, uniting
many ancient art forms.

0.351

building(∗) 0.515

create physical artwork 0.335

manu f acturing 0.237

Q4

U.S. Congressman Tony Hall
arrived here Sunday evening,
becoming the first U.S. lawmaker to
visit Iraq since the 1991 Gulf War.

0.901

becoming(∗) 0.995

cause change 0.24

undergo change 0.212

Q5

Cheung Chau becomes the center of
Hong Kong life once a year, usually
in May , during the Bun Festival, a
folklore extravaganza.

0.562

becoming(∗) 0.783

undergo change 0.783

cause change 0.402

Q6

Are there any efforts to bring back
small investors?

0.811

attempt(∗) 0.926

commitment 0.178

Q7

At AOL there was a conscious effort
to develop other “characters,” for
lack of a better word.

0.588

attempt(∗) 0.739

commitment 0.468

Table 22: Sentence Quality Score Examples. The targeted word appears in italics
font in the sentence. The frame picked by the expert is marked with
(∗).

with the expertise and knowledge required to achieve it. In P6
the goal is not mentioned, therefore creating confusion about the
purpose of the approach, and whether it might refer to a way of
communicating or behaving. Again, we claim this rank ordering is
more informative than requiring a discrete judgment on each case.

• attempt suasion: This frame refers to a speaker attempting to in-
fluence the addressee to act. Sentences P7 to P9 express various
degrees of persuasion, from obviously to weakly expressed. In P7,
it is clear that the attempt at persuasion is an event that has oc-
curred (Sharon [...] urged). P8 expresses an obligation at an attempt
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to persuade (should urge), whereas in P9 the persuasion is weaker,
merely advice.

In addition to the ranking, the method of collecting data from multiple
crowd workers yields alternate interpretations, which are also quite
useful. Consider that a common motivation for collecting annotated
data is to train and evaluate deep learning models, many of which
produce vectors of output (frame disambiguation can be implemented
as a multi-class problem). Our methods of gathering annotations are
naturally suited to multi-class objectives.

The SQS and FQS metrics can additionally be used to express the
overall ambiguity in the sentence and frame, respectively. Figures 19a
& 19b show that sentences with higher SQS and frames with higher FQS
also have higher F1 values, demonstrating that the SQS and FQS metrics
can be useful in determining data quality. This result, in combination
with the correlation between FSS and expert annotations, shows that
when there is agreement in the crowd, then the crowd also agrees with
the experts, but when there is disagreement, it may be because something
is wrong: with the workers, the sentence, or the frames.
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Figure 19: SQS & FQS evaluation.

5.5.2 Ambiguity & Sentence Quality

In Table 22, we show some examples of how SQS captures the clarity
for the sense of a word in a sentence, by taking the same word (and
therefore same list of candidate frames) in different sentences:

• Sentences Q1, Q2 and Q3 all contain the word construct, with dif-
ferent degrees of clarity. When the object being constructed is a
building (i.e. the Temple in Q1), there is no ambiguity in selecting
the building frame, but when the object is a road bump (Q2), the
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sense of the building f rame becomes difficult to separate from
manu f acturing. In Q3, the object of the construction is not ex-
pressed, but the construction materials imply a precious object,
therefore building, manu f acturing and create physical artwork are
all possible interpretations. Sentences

• Q4 and Q5 illustrate the variation in clarity for the word become.
While in Q4, the sense becoming is the unambiguous choice, in
Q5 it is difficult to choose between the frames becoming and
undergo change (it is arguable that Cheung Chau needs to undergo
some form of change in order to become a center).

• Q6 and Q7 both deal with the word effort. In Q7, however, the
conscious qualifier for the word effort, as well as the goal to develop,
implies a sustained, long-term action that can be understood as
either an attempt or a commitment to achieve a goal. In contrast,
Q6 expresses a short-term, concrete action (to bring), which more
closely fits the sense of the frame attempt.

Again, our claim is that these scores and ranking are far more sensible
and informative than requiring a discrete truth decision, which seems
more arbitrary as the scores decrease.

As the examples above indicate, one possible cause for sentence ambi-
guity is missing context information (e.g. in Q3). This was also one of
the causes for disagreement between crowd and expert. A solution to
this problem would be to expand the input text for the crowdsourcing
task, to include the full paragraph, or even just one sentence before and
one after the one we want the crowd to annotate.

Another reason for sentence ambiguity is frames that overlap in mean-
ing (e.g. in Q5 and Q7). While providing more context could help with
this, it is often the case that even the definitions of the frames are very
close. The FQS metric is a useful indicator for these case.

5.5.3 Ambiguity & Frame Quality

Table 23 shows varying FQS values for different frames, from very clear
to ambiguous. The frame subjective in f luence, with an FQS of 0.366, has
a low score compared to the others. From looking at the sentences, we
observed that the crowd had difficulty distinguishing between this frame
and objective in f luence. The difference between these two frames is very
small – subjective in f luence means a general, vague type of influence,
whose effect cannot be measured, whereas objective in f luence refers to a
more concrete type of influence. However, as we see from the example
sentences in Table 23, these cases can be very difficult to separate in
natural language (e.g. in F13 is cultural influence subjective or objective?).

Another feature we observed was the correlation of FQS with how
abstract the sense of the frame is. Frames with high FQS, such as killing
and f ood, tend to refer to concrete events or objects. These frames can
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Frame FQS Definition Example Sentences FSS

killing 0.954

A Killer or Cause
causes the death of
the Victim.

F1: Older kids left homeless after
a recent murder-suicide in Indi-
anapolis claimed Mom and Dad.

0.8

F2: The incident at Mayak was
the third shooting in recent weeks
involving nuclear weapons or fa-
cilities in Russia.

0.75

f ood 0.838

Words referring to
items of food.

F3: Lamma Island is perfect for
sitting back to watch bananas
grow.

1.0

F4: Along with the usual chick-
ens, you will see for sale snakes,
dogs, and sometimes monkeys -
all highly prized delicacies .

0.838

F5: You can browse among an-
tiques, flowers, herbs, and more.

0.503

assistance 0.634

A Helper benefits a
Benefited party by
enabling the
culmination of a
Goal of the
Benefited party.

F6: Your support helps provide
real solutions.

0.955

F7: Unemployment provides ben-
efits that many entry-level jobs
don’t.

0.467

F8: Your support of Goodwill
will provide job training.

0.401

purpose 0.63

An Agent wants to
achieve a Goal. A
Means is used to
allow the Agent to
achieve a Goal.

F9: The objective of having kiosks
is they serve as communication
points between the guards

0.94

F10: They are antiviral drugs de-
signed to shorten the flu.

0.476

F11: It seems that the city pro-
duced artists of this stature by
accident, even against its will.

0.241

subjective
in f luence

0.366

An Agent has
influence on a
Cognizer. The
influence may be
general, manifested
in an Action as a
consequence of the
influence.

F12: There have been changes,
many of them due to economic
progress, new construction, and
other factors that influence cities.

0.54

F13: The Cycladic culture was
influenced by societies in the east.

0.46

F14: Their complaint: the system
discourages working.

0.364

undergo
change

0.313

An Entity changes,
either in its category
membership or in
terms of the value of
an Attribute.

F15: The animosity between
these two traditional enemies is
beginning to diminish.

0.805

F16: The shift in the image of
Gates has been an interesting
one for me to watch.

0.351

F17: The settlements of Thira
and Akrotiri thrived at this time.

0.256

Table 23: Frame Quality Score Examples. The targeted word appears in italics
font in the sentence.
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still appear in ambiguous contexts (e.g. in F5, it is not clear whether herbs
classify as a type of f ood), but overall these frames refer to specific and
particular senses that are unambiguous. As the value of the FQS metric
goes down, the frames become more abstract. assistance and purpose
both have example sentences where they are expressed unambiguously
(F6 and F9), but their definitions are more abstract, and therefore have
more room for interpretation. For instance, providing benefits (in F7) or
expertise (in F8) can be regarded as a type of help, or assistance, even
though the expert picked the more literal sense of the frame supply
for both of these cases. Likewise the frame purpose can be understood
in F10 as the purpose of a design (the expert picked the more literal
coming up with), or in F11 as the goal of the desire/will (the expert
picked desiring). undergo change, the frame with the lowest FQS in Ta-
ble 23 has a very broad meaning, and is a generalization of other more
specific frames: change position on a scale in F16, and thriving in F17.

As we have seen from these examples, ambiguity in frames is con-
nected to ambiguity in sentences. Frames with abstract or overlapping
definitions are likely to appear in ambiguous sentences, and missing
context from sentences is likely to result in more ambiguous scores for
the frames. While workers misunderstanding the task is also a confound-
ing factor that adds to the noise in the data, it is clear that there are
many instances where inter-annotator disagreement is legitimately a
by-product of ambiguity. This is an issue with the FrameNet dataset,
as it does not allow for expressing the various degrees with which a
sense applies to a word in a sentence, and instead relies on binary labels
(i.e. the frame is expressed or not). This results in a loss of information
that could impact the various natural language processing and machine
learning applications that make use of this corpus, as it sets false targets
for optimization – i.e. it seems unfair to expect a model to differentiate
between highly ambiguous examples, when even human annotators are
having such difficulty with them.

5.6 a frame disambiguation corpus with ambiguity

Following from the encouraging results of crowdsourcing the FrameNet
corpus, we scaled up our method and collected a corpus of 5,000

sentence-word pairs. More than 1,000 of these are lexical units not part of
FrameNet. To our knowledge, it is the largest corpus of this type outside
of FrameNet. To perform the collection, we re-used the crowdsourcing
methodology described in Section 5.3, using Wikipedia as a source for
the sentences. This corpus was then used to perform an evaluation of
several frame disambiguation models. Our proposed evaluation method-
ology uses evaluation metrics that leverage the multiple answers and
their confidence scores, showing that even a model that always predicts
the top crowd answer will not always have the best performance.
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# Sentence SQS Frames (FSS)

1 Domestication of plants has, over the cen-
turies improved disease resistance.

0.652 improvement or decline (0.823),
cause to make progress (0.683)

2 He is the 5th of 8 male players in history
to achieve this.

0.626 accomplishment (0.764),
successful action (0.709)

3 Albertus Magnus, a Dominican monk,
commented on the operations and the-
ories of alchemical authorities.

0.511 communication (0.522),
statement (0.703)

4 He slices at Hector’s armor, throwing
him off guard and spinning him around.

0.319 part piece (0.499), cause harm
(0.4), cutting (0.394), attack
(0.254), hit target (0.227)

5 Another 46 steps remain to climb in or-
der to reach the top, the “terrasse”, from
where one can enjoy a panoramic view of
Paris.

0.308 left to do (0.497), remainder
(0.478), state continue (0.319),
existence (0.155)

6 Borzoi males frequently weigh more. 0.283 assessing (0.421), dimension
(0.402),
importance (0.128)

7 The dance includes bending and straight-
ening of the knee giving it a touch of
Cuban motion.

0.24 reshaping (0.495), arranging
(0.356), body movement (0.298),
cause motion (0.249)

Table 24: Example sentences with disagreement over the frame annotations
(candidate word in bold).

5.6.1 Ambiguity in the Corpus

An analysis of the corpus found many examples of inter-annotator
disagreement, of which a few examples are shown in Table 24. For 720

sentences, a majority of the workers picked at least 2 frames (examples
1-3 in Tab.24). And for 1,514 sentences, no one frame has been picked by
a majority of the workers (examples 4-7 in Tab.24). Disagreement is also
more prominent in the sentences where the lexical unit is not a part of
FrameNet (Fig.20).

The disagreement comes from a variety of causes: a parent-child
relation between the frames (statement and communication in #3), an
overlap in the definition of the frames (accomplishment and successful
action in #2), the meaning of the word is expressed by a composition of
frames (in #7, “straightening of the knee” is a combination of reshaping
the form of the knee, arranging the knee in the right position, and body
movement), and combinations of all of these reasons (in #4, “slices” is
a combination of part piece and cause harm, and the other frames are
their children). More example sentences for each type of disagreement
are available in the appendix. The sentences themselves are not difficult
to understand, and it can be argued that all of them have one frame
that applies the best for the word. The goal of this corpus is to show
that next to this best frame for the word, there are other frames that
apply to a lesser degree, or capture a different part of the meaning.
When evaluating a model for frame disambiguation, it seems unfair to
penalize misclassifications of frames that still apply to the word, but with
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less clarity, in the same way we would penalize a frame that captures a
wrong meaning. Also, we argue that models should take into account that
annotators do not agree over some examples, and treat them differently
than clear expressions of frames. Disagreement can also be caused by
worker mistakes (in #6, dimension refers to the size of the object, not the
act of measuring the size). While we try to mitigate for this by weighing
confidence scores with the worker quality, the mistakes still appear in
the corpus. This type of disagreement could be useful in future work to
identify examples that workers need to be trained on.
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Figure 20: Histogram of SQS values - the quality scores in sentences where the
lexical unit is not in FrameNet skew lower.

5.6.2 Systems Tested

As an example usage of our corpus, we used it to evaluate these frame
disambiguation models:

1. OS: The Open-Sesame [119] classifier, pre-trained on the FrameNet
corpus (release 1.7). Given a word-sentence pair, OS uses a BiLSTM
model with a softmax final layer to predict a single frame for
the word. If the lexical unit is not in FrameNet, it cannot make a
prediction.

2. OS+: We modified the OS classifier to perform multi-label clas-
sification. To calculate the confidence score for candidate frame
f , we removed the softmax layer and passed the output of the
BiLSTM model ν( f ) through the following transformation: c( f ) =
[1 + tanh ν( f )]/2. This gave a score c( f ) ∈ [0, 1] expressing the
confidence that frame f is expressed in the sentence.

3. FS: Framester includes a tool for rule-based multi-class multi-label
frame disambiguation [58]. While for the dataset pre-processing
(Sec. 5.3) we considered the frames for all synsets a word is part
of, FS performs an additional word-sense disambiguation step to
return a more precise list of frames. We used the tool with profile T
as it was shown to have the overall better performance. FS can only
predict FrameNet frames from the 1.5 release, which is missing 202

frames from version 1.7.
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Figure 21: Baselines evaluation results.

While OS+ produces confidence scores, the other methods produce
binary labels for each frame-sentence pair. These models do not have
state-of-the-art performance [54, 59], we picked them because they were
accessible and allowed testing on a novel corpus. Finally, we evaluate
the quality of the TC corpus, containing only the top frame picked by
the crowd for every sentence. This test shows what is the best possible
performance over our corpus that can be expected from a system such
as OS that selects a single frame per sentence.

5.6.3 Evaluation Metrics & Results

Instead of traditional evaluation metrics that require binary labels, we
propose an evaluation methodology that is able to consider multiple
candidate frames for each sentence and their quality scores. We use
Kendall’s τ list ranking coefficient [72] and cosine similarity to calculate
the distance between the list of frames produced by the crowd labeled
with the FSS, and the frames predicted by the baselines in each sentence.
Whereas Kendall’s τ only accounts for the ranking of the FSS for each
frame, cosine similarity uses the actual FSS values in the calculation
of the similarity. Both metrics compute a score per sentence (Kendall’s
τ ∈ [−1, 1], and cosine similarity ∈ [0, 1]). This is similar to the method
used in [39]. Using these metrics, we produce two aggregate statistics
over our test corpus: (1) the area-under-curve (AUC) for each metric,
normalized by the corpus size, and (2) the SQS-weighted average of each
metric (w− avg), which also accounts for the ambiguity of the sentence
as expressed by the SQS. We evaluate on two versions of the corpus: (1)
the restricted set (R-Set) of 4,000 sentences with lexical units from the
FrameNet corpus, and (2) the full set (F-Set) of 5,000 sentences.
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Eval. Metric OS OS+ FS TC

Kendall’s τ AUC 0.339 0.477 0.279 0.466

R- Kendall’s τ w-avg 0.362 0.497 0.3 0.48

Set Cos Sim AUC 0.57 0.685 0.518 0.818

Cos Sim w-avg 0.608 0.717 0.545 0.854

Kendall’s τ AUC 0.269 0.379 0.253 0.491

F- Kendall’s τ w-avg 0.307 0.421 0.284 0.501

Set Cos Sim AUC 0.453 0.544 0.511 0.810

Cos Sim w-avg 0.515 0.607 0.539 0.849

Table 25: Aggregated evaluation results.

The results (Figure 21 & Table 25) show that, even taking into account
sentences with lexical units not in FrameNet for which OS+ cannot
disambiguate, the OS+ model performs best, likely because of its ability to emit
predictions for the multiple frames that can apply to the same word. FS performs
the worst out of all models on R-Set, because it cannot find newly added
frames from the latest FrameNet release, but improves on the F-Set (FS
can find candidate frames for lexical units not in FrameNet). The scores
on the F-Set were lower for all baselines, suggesting that sentences with
lexical units not in FrameNet are more difficult to classify – this could be
because FrameNet is missing frames that can express the full meaning
of these lexical units. TC has a good performance, but is far from being
unbeatable – when measuring Kendall’s τ over the R-Set, OS+ performs
better than TC.

5.7 conclusion

In this chapter, we explored how inter-annotator disagreement can be used
as an indicator for language ambiguity for the task of FrameNet frame dis-
ambiguation. To achieve this, we employed the CrowdTruth [7] method,
using multiple workers per sentence in order to capture and interpret
inter-annotator disagreement. We modified CrowdTruth metrics in order
to capture frame-sentence agreement (FSS), sentence quality (SQS) and
frame quality (FQS). We performed an experiment over a set of 433

sentences annotated with frames from FrameNet corpus, and showed
that the aggregated crowd annotations achieve an F1 score greater than
0.67 compared to expert linguists, and an accuracy that is comparable to
the state of the art [60]. Afterwards, we scaled up the methodology to
collect a frame disambiguation resource over 5,000 sentence-word pairs
from Wikipedia, out of which 1,000 have lexical units that are new to
FrameNet. This is the largest corpus of this type outside of FrameNet.

We showed cases where the crowd annotation is correct even though
the expert is in disagreement, arguing for the need to have multiple
annotators per sentence. Most importantly, we examined the cases in
which crowd workers could not agree. We found that disagreement is
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caused by one or more of the following: workers misunderstanding the
task, missing context from the sentences, frames with overlapping or
abstract definitions. The results show a clear link between inter-annotator
disagreement and ambiguity, either in the sentence, frame, or the task
itself. We argue that collapsing such cases to a single, discrete truth value
(i.e. correct or incorrect) is inappropriate, creating brittle, incomplete
datasets, and therefore arbitrary targets for machine learning. We further
argued that ranking examples by a score is informative, and that the
crowd offers alternate interpretations that are often sensible.

Finally, we proposed an evaluation method that uses the scores for
multiple frames, and is thus able to differentiate between frames that
still apply to the word, but with less clarity, and frames that capture the
wrong meaning. Our goal was to build a resource that recognizes differ-
ent levels of ambiguity in the expression of the frames in the text, and
allows a more fair evaluation of performance of frame disambiguation
systems.
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5.8 appendix: ambiguous dataset examples

# Sentence SQS Frames (FSS)

1 These Articles have historically shaped and con-
tinue to direct the ethos of the Communion.

0.795 activity ongoing (0.862)
process continue (0.86)

2 “A Modest Proposal” is included in many liter-
ature programs as an example of early modern
western satire.

0.771 inclusion (0.89)
cause to be included (0.813)

3 The states often failed to meet these requests in
full, leaving both Congress and the Continental
Army chronically short of money.

0.628 endeavor failure (0.826)
success or failure (0.8)

4 This is a chart of trend of nominal gross domes-
tic product of Angola at market prices using
International Monetary Fund data.

0.598 using resource (0.831)
using (0.554)
tool purpose (0.336)

5 The Asian tigers have now all received devel-
oped country status, having the highest GDP
per capita in Asia.

0.504 receiving (0.751)
getting (0.556)

6 MasterCard has released Global Destination
Cities Index 2013 with 10 of 20 are dominated
by Asia and Pacific Region Cities.

0.467 dominate situation (0.638)
dominate competitor (0.579)
being in control (0.327)

Table 26: Ambiguity because of parent-child relation between frames.
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# Sentence SQS Frames (FSS)

1 Kournikova then withdrew from several events
due to continuing problems with her left foot
and did not return until Leipzig.

0.725 withdraw from participation
(0.955), removing (0.61)

2 Some aikido organizations use belts to distin-
guish practitioners’ grades.

0.68 differentiation (0.867)
distinctiveness (0.703)

3 Since then, it has focused on improving rela-
tionships with Western countries, cultivating
links with other Portuguese-speaking countries,
and asserting its own national interests in Cen-
tral Africa.

0.654 improvement or decline (0.787)
cause to make progress (0.732)

4 To emphasize the validity of the Levites’ claim
to the offerings and tithes of the Israelites,
Moses collected a rod from the leaders of each
tribe in Israel and laid the twelve rods over
night in the tent of meeting.

0.65 emphasizing (0.764)
convey importance (0.638)

5 He not only had enough food from his subjects
to maintain his military, but the taxes collected
from traders and merchants added to his coffers
sufficiently to fund his continuous wars.

0.453 cause to continue (0.7)
activity ongoing (0.602)

6 He spent the later part of his life in the United
States, living in Los Angeles from 1937 until his
death.

0.29 taking time (0.41)
expend resource (0.365)

Table 27: Ambiguity because of overlapping frame definitions.

# Sentence SQS Frames (FSS)

1 These writings lack the mystical, philosophical
elements of alchemy, but do contain the works of
Bolus of Mendes (or Pseudo-Democritus), which
aligned these recipes with theoretical knowledge
of astrology and the classical elements.

0.284 arranging (0.474)
adjusting (0.4)
assessing (0.298)
compatibility (0.254)
undergo change (0.169)

2 However, commercial application of this fact has
challenges in circumventing the passivating oxide
layer, which inhibits the reaction, and in storing
the energy required to regenerate the aluminium
metal.

0.239 dodging (0.477)
compliance (0.248)
surpassing (0.204)
no frame (0.148)

3 This had the effect of inculcating the principle of
“Lex orandi, lex credendi” (Latin loosely translated
as ’the law of praying [is] the law of believing’)
as the foundation of Anglican identity and confes-
sion.

0.201 education teaching (0.384)
communication (0.35)
no frame (0.153)

4 Legal segregation ended in the states in 1964, but
Jim Crow customs often continued until specifi-
cally challenged in court.

0.172 difficulty (0.372)
competition (0.283)
taking sides (0.257)
communication (0.154)

5 When Washington’s army arrived outside York-
town, Cornwallis prematurely abandoned his
outer position, hastening his subsequent defeat.

0.134 speed description (0.39)
assistance (0.209)
self motion (0.165)
travel (0.16)
causation (0.124)

Table 28: Ambiguity because the meaning of the word is expressed by a compo-
sition of frames.





6
C O N C L U S I O N

Have patience with everything that remains unsolved in your heart.
Try to love the questions themselves...

– Rainer Maria Rilke, Letters to a Young Poet

This chapter summarizes the research presented in this thesis, by
revisiting the research questions from the introduction. We also discuss
the limitations of the current work, and identify future research directions
to extend and compliment our findings on how to handle disagreement
in ground truth for natural language processing.

6.1 research questions revisited

In this section, we consider again the research questions introduced
at the beginning of this thesis. For each question, we provide possible
answers, based on the research presented in this thesis.

RQ1: Does allowing disagreement in crowdsourcing ground truth yield the
same quality as asking domain experts?

In Chapter 2, we studied this research question for the task of medical
relation extraction. Using the CrowdTruth methodology for disagreement-
preserving crowdsourcing, we collected a gold standard of 3,984 sen-
tences expressing medical relations, focusing on the cause and treat rela-
tions. This data was used to train a sentence-level classification model.
We have shown that allowing the disagreement in the crowd data does
not mean that the quality of the ground truth has to suffer – the relation
extraction models trained on crowd data performed just as well as the
ones trained on annotations from medical experts, while the cost of
collecting the data from the crowd was cheaper than for the experts.

In addition, our results show that, when the model reaches maximum
performance after training, the crowd also performs better than distant
supervision. Finally, we introduced and validated new weighted mea-
sures for precision, recall, and F-measure, that account for ambiguity in
both human and machine performance on this task.

RQ2: How does allowing disagreement in diverse crowdsourcing tasks influ-
ence the quality of the data?

In Chapter 3, we studied the impact of inter-annotator disagreement
on data quality for a set of diverse crowdsourcing tasks: closed tasks
(Medical Relation Extraction, Twitter Event Identification), and open-ended
tasks (News Event Extraction and Sound Interpretation). To do this, we
employed an empirically derived methodology for efficiently gathering

99
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of human annotation by aggregating crowdsourcing data with Crowd-
Truth metrics. Our results showed that preserving disagreement in the
annotations allows us to collect richer data, which enables reasoning
about the ambiguity of the content being annotated. In all the tasks we
considered, ambiguity-aware quality scores provide better ground truth
data than the traditional majority vote. Finally, we showed that, contrary
to the common crowdsourcing practice of employing a small number of
annotators, adding more crowd workers actually can lead to significantly
better annotation quality.

RQ3: Can we improve the performance of natural language processing models
by using disagreement-aware ground truth data?

In Chapter 4 we perform several experiments using disagreement-
aware ground truth to train and evaluate models for open-domain rela-
tion classification in sentences. Using the crowd data as ground truth,
we have shown a very significant variation in the false positive rate in
distant supervision data, and it seems extremely likely that this can
be exploited to improve training. An initial experiment showed that
cross-relation signals that were identified by the crowd can be used
correct training data for relation classification. Next, we explored a more
robust approach that propagates human annotations to sentences that
are similar in a low dimensional embedding space. We showed that a
small crowdsourced dataset of 2,050 sentences, collected and aggregated
with the disagreement-preserving CrowdTruth methodology, can be suc-
cessfully used to correct training data labeled with distant supervision,
using a technique called “semantic label propagation”. We have shown
experimental results from training a relation classifier, where our method
shows significant improvement over the distant supervision baseline, as
well as just adding the labeled examples to the train set. Since the seman-
tic label propagation is applied to the data before training is completed,
this method can easily be reused to correct train data for other related
models (e.g. to perform knowledge base completion), regardless of the
features used in learning.

RQ4: Is inter-annotator disagreement an accurate indicator for ambiguity in
natural language?

In Chapter5, we explore the relation between inter-annotator disagree-
ment and natural language ambiguity for the task of frame disambi-
guation annotations in sentences. We performed an experiment over
a set of 433 sentences annotated with frames from FrameNet corpus,
and showed that the crowd annotations aggregated with disagreement-
preserving CrowdTruth metrics are comparable in quality to domain
experts – the crowd achieves an F1 score greater than 0.67 compared to
expert linguists, and an accuracy that is comparable to the state of the
art [60]. Next, we scaled up the methodology to collect a resource of 5,000

sentence-word pairs, and 1,000 lexical units that are new to FrameNet –
the largest corpus of this type outside of FrameNet. Finally, we proposed
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an evaluation method that uses the scores for multiple frames, and is
thus able to differentiate between frames that still apply to the word, but
with less clarity, and frames that capture the wrong meaning.

We also showed cases where the crowd annotation is correct even
though the expert is in disagreement, arguing for the need to have multi-
ple annotators per sentence. Most importantly, we examined the cases
in which crowd workers could not agree. We found that disagreement
is caused by one or more of the following: workers misunderstanding
the task, missing context from the sentences, frames with overlapping or
abstract definitions. The results show a clear link between inter-annotator
disagreement and ambiguity, either in the sentence, frame, or the task
itself. We argue that collapsing such cases to a single, discrete truth value
(i.e. correct or incorrect) is inappropriate, creating brittle, incomplete
datasets, and therefore arbitrary targets for machine learning. We further
argued that ranking examples by a score is informative, and that the
crowd offers alternate interpretations that are often sensible.

6.2 limitations & future directions

The research presented in this thesis has several possible directions for
future work. In addition to the limitations specific to the material in
each chapter, we identify three overarching issues to be explored in the
future work: (1) expanding the experimental work on capturing ground
truth ambiguity beyond relation extraction and frame disambiguation,
(2) optimizing for the cost of data collection, and (3) building natural
language processing models that learn to recognize ambiguity.

6.2.1 Disagreement beyond Relations & Frames

To paraphrase Judea Pearl [102], proving completeness of a theory is
notoriously difficult, and should be avoided if one wants to finish a PhD
on time. This work does not claim completeness – while we were able
to successfully study the impact of disagreement on relation extraction
and frame disambiguation, there are many more tasks and domains in nat-
ural language processing that could be added to this analysis. Already,
the CrowdTruth methodology for disagreement-preserving crowdsour-
cing has been applied to a variety of other tasks outside the scope of
this thesis, such as named entity recognition [62], topical relevance of
paragraphs [67], and textual description of videos [66]. Additionally, Sec-
tion 1.2.4 discussed other ambiguity-prone tasks where our methodology
for capturing and interpreting disagreement could be explored: anaphora
resolution [105], ontology alignment and evaluation [27], part-of-speech
tagging [104], and establishing grammatical correctness of text [78].

Another interesting future direction would be to explore the compo-
sitionality of ambiguity, as it applies to more complex natural language
processing tasks, such as text summarization, machine translation, and
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question answering. We expect that ambiguity at the low-level of the
text (e.g. ambiguous relations) will propagate and influence the ambi-
guity of the entire text. However, the compositional nature of language
could potentially complicate the way this propagation occurs – for in-
stance, it is conceivable to have a text where every entity and relation
is unambiguous, but when considering the whole text, ambiguity is
present. This is frequently the case in legal texts [50], which employ
well-defined concepts but are usually open to multiple interpretations. A
disagreement-based analysis of such texts could be used to identify the
exact step in the language composition where ambiguity appears.

Finally, while the CrowdTruth method of aggregating crowdsourcing
results has shown promising results, it should be compared with more
baselines that go beyond majority vote. In Section 1.2.2, we have presented
several alternative crowdsourcing aggregation metrics [16, 68, 74, 123,
126, 127], out of which the most promising appear to be the Bayesian
methods [100] that model worker reliability in combination with task
difficulty. Future work should explore how the CrowdTruth approach
compares to these methods in terms of quality of the ground truth they
produce. Furthermore, it would be important to investigate whether
Bayesian methods are able to identify ambiguity in the input data and
annotations like CrowdTruth is doing.

6.2.2 The Cost of Disagreement

While in this thesis we have discussed how crowdsourcing is cheaper
than domain experts, an analysis on how to optimize the cost of acquiring
crowd annotations is still needed. To collect the different perspectives
of the crowd, the CrowdTruth methodology uses a comparatively high
number of annotators per task – each task in this thesis used at least
10 workers per unit. Traditional crowdsourcing approaches tend to use
less annotators, but this is not usually because of intentionally avoiding
multiple perspectives, rather that the cost of employing many annotators
is prohibitive.

In Chapter 3, we discussed the value in using a high number of
workers per task, and also how the nature of the task (i.e. being more
or less open and subjective) influences the optimal number of workers.
Building on these results, an important future direction is to build a
methodology for finding the optimal crowd payment and number of
workers for a task, while also collecting the full spectrum of crowd
opinions that can be expressed. As proposed by Lin, Mausam, and Weld
[83], a possible solution could be to implement an incremental method
to collect annotations – start with a smaller number of annotators for
each input unit, then collect more judgments only if the smaller set of
workers disagree.

Future work should compare CrowdTruth with other methods that
optimize for cost of collection, like the general-purpose one proposed
by Mizusawa et al. [93]. More specifically for the task of relation extrac-
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tion, Liu et al. [84] proposed the Gated Crowd method to identify and
train the highest skilled workers such that using only one worker per
sentence is enough to bring significant improvement for the training of a
relation extraction classifier. A comparison between Gated Crowd and
CrowdTruth for relation extraction could be used as a starting point for
a combined methodology, one that is able to separate between examples
that need relabeling from a single highly skilled worker, and examples
which are ambiguous and thus need multiple perspectives.

6.2.3 Learning Ambiguity

In Chapter 4, we have shown how the performance of relation extraction
models can be improved using disagreement-preserving crowd data, and
in Chapter 5, we discussed the link between inter-worker disagreement
and ambiguity. The logical next step would be to incorporate ambiguity
into the natural language processing models, and learn to predict it. Loss
functions in models can be modified to work with continuous scores that
express confidence in a label. However, ambiguity is a slightly different
feature of the text, one that refers to multiple possible interpretations,
and not to poor quality labels. Therefore, it should be possible to use
ambiguity and label confidence scores in combination – e.g. by having
high confidence that an annotation is ambiguous.

Models that learn to predict ambiguity are difficult to implement,
because ambiguity is usually an outlier in the data, and is thus difficult
to generalize from. Lebanoff and Liu [79] have done promising work
in this direction, by learning to predict vague words and sentences
in privacy policies. Future work should explore how to generalize this
method to the tasks discussed in this thesis (relation extraction and frame
disambiguation), as well as other ambiguity-prone natural language
processing tasks.
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In this appendix, we present version 2.0 of the CrowdTruth methodology
and metrics, that capture and interpret inter-annotator disagreement
in crowdsourcing. The novelty in the current version of CrowdTruth is
modeling the inter-dependency between the three main components of a
crowdsourcing system – worker, input data, and annotation. The goal of
the metrics is to capture the degree of ambiguity in each of these three
components. The metrics are available online at https://github.com/
CrowdTruth/CrowdTruth-core.

This chapter is based on the technical report CrowdTruth 2.0: Quality
Metrics for Crowdsourcing with Disagreement, co-authored by Oana Inel,
Benjamin Timmermans, Lora Aroyo and Chris Welty [48].

a crowdtruth methodology

In previous work [8], we proposed the CrowdTruth methodology as an
alternative approach for crowdsourcing ground truth data that, instead of
enforcing agreement between annotators, captures the ambiguity inher-
ent in semantic annotation through the use of disagreement-aware met-
rics for aggregating crowdsourcing responses. The CrowdTruth method-
ology consists of a set of quality metrics and best practices to aggregate
inter-annotator agreement such that ambiguity in the task is preserved.
The methodology uses the triangle of disagreement model (based on the
triangle reference [76]) to represent the crowdsourcing system and its
three main components – input media units, workers, and annotations
(Figure 22). Based on this model, the CrowdTruth methodology calculates
quality metrics for workers, media units and annotations.

Figure 22: Triangle of Disagreement

The triangle model also expresses how ambiguity in any of the corners
disseminates and influences the other components of the triangle. For
example, an unclear sentence or an ambiguous annotation scheme would
cause more disagreement between workers [7], and thus, both need to
be accounted for when measuring the quality of the workers. Based on
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this observation, we introduce version 2.0 of CrowdTruth metrics – a
set of metrics that capture and interpret inter-annotator disagreement in
crowdsourcing annotation tasks. As opposed to the first version of the
metrics, published in [65], the current version models the inter-dependency
between the three main components of a crowdsourcing system – worker, input
data, and annotation. So for example, the quality of a worker is weighted by
the quality of the media units the worker has annotated, and the quality
of the annotations in the task. This update is based on the intuition that
disagreement caused by low quality workers should not be interpreted
as the data being ambiguous, but also that ambiguous input data should
not be interpreted as due to the low quality of the workers.

The following sections describe how to formalize the output from
the crowd into annotation vectors (Section B), and how to calculate
quality scores over the annotation vectors using disagreement metrics
(Section C). The code of the implementation of the metrics is available
on the CrowdTruth Github.1 The 2.0 version of the metrics has already
been applied in Chapters 4 and 5, as well as to a number of use cases
not discussed in this thesis, e.g. topic relevance [67].

b building the annotation vectors

Figure 23: Example closed and open tasks, together with the vector representa-
tions of the crowd answers.

In order to measure the quality of the crowdsourced data, we need
to formalize crowd annotations into a vector space representation. For
closed tasks, the annotation vector contains the given answer options in
the task template, which the crowd can choose from. For example, the
template of a closed task can be composed of a multiple choice question,
which appears as a list checkboxes or radio buttons, thus, having a finite
list of options to choose from. Figure 23 shows an example of a closed

1 https://github.com/CrowdTruth/CrowdTruth-core

https://github.com/CrowdTruth/CrowdTruth-core
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and an open task, indicating also what the media units and annotations
are for both cases.

While for closed tasks the number of elements in the annotation vector
is known in advance, for open-ended tasks the number of elements in the
annotation vector can only be determined when all the judgments for
a media unit have been gathered. An example of such a task can be
highlighting words or word phrases in a sentence, or as an input text
field where the workers can introduce keywords. In this case the answer
space is composed of all the unique keywords from all the workers that
solved that media unit. As a consequence, all the media units in a closed
task have the same answers space, while for open-ended tasks the answer
space is different across all the media units. Although the answer space
for open-ended tasks is not known from the beginning, it still can be
further processed in a finite answer space.

In the annotation vector, each answer option is a boolean value, show-
ing whether the worker annotated that answer or not. This allows the
annotations of each worker on a given media unit to be aggregated,
resulting in a media unit vector that represents for each option how
often it was annotated. Figure 23 shows how the worker and media unit
vectors are formed for both a closed and an open task.

c disagreement metrics

Using the vector representations, we calculate three core metrics that
capture the media unit quality, worker quality and annotation quality.
These metrics are mutually dependent (e.g. the media unit quality is
weighted by the annotation quality and worker quality), based on the
idea from the triangle of disagreement that ambiguity in any of the
corners disseminates and influences the other components of the triangle.
The mutual dependence requires an iterative dynamic programming
approach, calculating the metrics in a loop until convergence is reached.
All the metrics have scores in the [0, 1] interval, with 0 meaning low
quality and 1 meaning high quality. Before starting the iterative dynamic
programming approach, the quality metrics are initialized with 1.

To define the CrowdTruth metrics, we introduce the following notation:

• workers(u) : all workers that annotate media unit u;

• units(i) : all input media units annotated by worker i;

• worker vector ~wi,u : annotations of worker i on media unit u as a
binary vector;

• media unit vector ~u = ∑
i∈workers(u)

~wi,u: the sum of all worker vectors

~wi,u for a given media unit u;

• ~x(a) : value for annotation a in vector ~x.
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To calculate agreement between 2 workers on the same media unit,
we compute the cosine similarity over the 2 worker vectors. In order
to reflect the dependency of the agreement on the degree of clarity of
the annotations, we compute WCos, the weighted version of the cosine
similarity. The Annotation Quality Score (AQS), which will be described
in more detail at the end of the section, is used as the weight. For
open-ended tasks, where annotation quality cannot be calculated across
multiple media units, we consider annotation quality equal to 1 (the
maximum value) in all cases. Given 2 worker vectors, ~x and ~y on the
same media unit, the formula for the weighted cosine score is:

WCos(~x,~y) =
∑
a
~x(a) ~y(a) AQS(a)√

(∑
a
~x(a)2 AQS(a)) (∑

a
~y(a)2 AQS(a))

, (9)

∀a - annotation.

The Media Unit Quality Score (UQS) expresses the overall worker
agreement over one media unit. This metric is a generalized definition of
the sentence quality score described in Chapter 5.3.3. Given an input media
unit u, UQS(u) is computed as the average cosine similarity between all
worker vectors, weighted by the worker quality (WQS) and annotation
quality (AQS). Through the weighted average, workers and annotations
with lower quality will have less of an impact on the final score. The
formula used in its calculation is:

UQS(u) =
∑
i,j

WCos(~wi,u, ~wj,u) WQS(i) WQS(j)

∑
i,j

WQS(i) WQS(j)
, (10)

∀i, j ∈ workers(u), i 6= j.

The Worker Quality Score (WQS) measures the overall agreement of
one crowd worker with the other workers. Given a worker i, WQS(i)
is the product of 2 separate metrics - the worker-worker agreement
WWA(i) and the worker-media unit agreement WUA(i):

WQS(i) = WUA(i) WWA(i). (11)

The Worker-Worker Agreement (WWA) for a given worker i measures
the average pairwise agreement between i and all other workers, across
all media units they annotated in common, indicating how close a worker
performs compared to workers solving the same task. The metric gives
an indication as to whether there are consistently like-minded workers.
This is useful for identifying communities of thought. WWA(i) is the
average cosine distance between the annotations of a worker i and all
other workers that have worked on the same media units as worker i,
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weighted by the worker and annotation qualities. Through the weighted
average, workers and annotations with lower quality will have less of an
impact on the final score of the given worker.

WWA(i) =
∑
j,u

WCos(~wi,u, ~wj,u) WQS(j) UQS(u)

∑
j,u

WQS(j) UQS(u)
, (12)

∀j ∈ workers(u ∈ units(i)), i 6= j.

The Worker-Media Unit Agreement (WUA) measures the similarity
between the annotations of a worker and the aggregated annotations
of the rest of the workers. In contrast to the WWA which calculates
agreement with individual workers, WUA calculates the agreement with
the consensus over all workers. WUA(i) is the average cosine distance
between the annotations of a worker i and all annotations for the media
units they have worked on, weighted by the media unit (UQS) and
annotation quality (AQS). Through the weighted average, media units
and annotations with lower quality will have less of an impact on the
final score.

WUA(i) =
∑

u∈units(i)
WCos(~wi,u,~u− ~wi,u) UQS(u)

∑
u∈units(i)

UQS(u)
. (13)

The Annotation Quality Score (AQS) measures the agreement over
an annotation in all media units that it appears. Therefore, it is only
applicable to closed tasks, where the same annotation set is used for all
input media units. This metric is a generalized definition of the frame
quality score described in Chapter 5.3.3. AQS is based on Pa(i|j), the
probability that if a worker j annotates a in a media unit, worker i will
also annotate it.

Pa(i|j) =
∑
u
~wi,u(a) ~wj,u(a) UQS(u)

∑
u
~wj,u(a) UQS(u)

, (14)

∀u ∈ units(i) ∩ units(j).

Given an annotation a, AQS(a) is the weighted average of Pa(i|j) for
all possible pairs of workers i and j. Through the weighted average, input
media units and workers with lower quality will have less of an impact
on the final score of the annotation.

AQS(a) =
∑
i,j

WQS(i) WQS(j) Pa(i|j)

∑
i,j

WQS(i) WQS(j)
, (15)

∀i, j workers, i 6= j.
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The formulas for media unit, worker and annotation quality are all
mutually dependent. To calculate them, we apply an iterative dynamic
programming approach. First, we initialize each quality metric with
the score for maximum quality (i.e. equal to 1). Then we repeatedly
re-calculate the quality metrics until each of the values are stabilized.
This is assessed by calculating the sum of variations between iterations
for all quality values, and checking until it drops under a set threshold t.

The final metric we calculate is the Media Unit - Annotation Score
(UAS) – the degree of clarity with which an annotation is expressed
in a unit. This metric is a generalized definition of the sentence-relation
score described in Chapter 4.3.2, and the frame-sentence score described
in Chapter 5.3.3. Given an annotation a and a media unit u, UAS(u, a)
is the ratio of the number of workers that picked annotation u over all
workers that annotated the unit, weighted by the worker quality:

UAS(u, a) =
∑

i∈workers(u)
~wi,u(a) WQS(i)

∑
i∈workers(u)

WQS(i)
. (16)
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S U M M A RY

As knowledge available on the Web expands, natural language processing
methods have become invaluable for facilitating data navigation. Tasks
such as knowledge base completion and disambiguation are solved with
machine learning models for natural language processing that require a
lot of data. Human-annotated gold standard, or ground truth, is used for
training, testing, and evaluation of these machine learning components.

In recent years, crowdsourcing has become a viable method used to
collect ground truth data. But how to measure the quality of crowd
annotations is still a matter of discussion. When collecting multiple
annotations for the same task, it is likely that inter-worker disagreement
will be present. In typical annotation setups, it is assumed that one
correct answer exists for every question, and that disagreement must be
eliminated from the ground truth corpus. This traditional approach to
gathering annotation, based on restrictive annotation guidelines, often
results in the unjust penalization of qualified workers with a different
perspective from the general consensus, as well as over-generalized
observations, and a loss of ambiguity inherent to language, which could
render the annotated data unsuitable for use in training natural language
processing systems.

The CrowdTruth methodology has been proposed to perform crowd-
sourcing while preserving inter-annotator disagreement. CrowdTruth
is based on the idea that disagreement is not noise, but an important
signal that can be used to capture ambiguity in the annotated data. The
methodology represents the crowdsourcing system as a triangle with
three components that are inter-connected: workers, input data, and an-
notations. CrowdTruth captures inter-annotator disagreement and uses
it to calculate a set of quality metrics for the three crowdsourcing compo-
nents, by modeling the way that the components interact with each other
– e.g. in ambiguous sentences, we expect to have more disagreement
between workers, therefore workers on those sentences should not be
considered less trustworthy.

This thesis explores how the CrowdTruth methodology can be used
to collect ground truth data for the training and evaluation of natu-
ral language processing models. We present work done across several
tasks (relation extraction, semantic frame disambiguation) and domains
(medical, open). These experiments show the role of inter-annotator
disagreement in establishing data quality, beyond simply for identifying
low quality workers.

Chapter 2 argues that disagreement does not need to be eliminated
from ground truth data in order to achieve data quality comparable to
that obtained from domain experts. We explore this argument for the
use case of medical relation extraction from sentences. In the medical
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domain it is typically assumed that expert annotators are required to
get the best quality ground truth. This work shows that, by capturing
the inter-annotator disagreement with the CrowdTruth method, medical
relation classifiers trained on crowd annotations perform the same as
those trained on expert annotations. Furthermore, classifiers trained on
crowd annotations perform better than those trained with automatically-
labeled data. Using the crowd also reduces the cost (monetary and in
time required to find annotators) for collecting the data.

Chapter 3 continues the investigation into the quality of the disagree-
ment - preserving crowd data, by comparing the quality of crowd data
aggregated with CrowdTruth metrics and majority vote, a consensus -
enforcing metric, over a diverse set of crowdsourcing tasks. We show
that by applying the CrowdTruth methodology, we collect richer data
that allows us to reason about ambiguity of content. Furthermore, an
increased number of crowd workers leads to growth and stabilization in
the quality of annotations, going against the usual practice of employing
a small number of annotators.

After establishing the quality of the disagreement-preserving crowd
data, in Chapter 4 we discuss how CrowdTruth data can be used to
improve the performance of a model for relation classification for sen-
tences. We build on work from Chapter 2, where we have shown that
training models on on crowd annotations gives better results than train-
ing with data automatically-labeled with distant supervision. However,
crowd data is expensive to collect, therefore corpora collected in this
way tend to be small in size. Chapter 4 describes how such a relatively
small crowdsourced corpus can be used to correct a large corpus of
training data for relation classification, with two different methods: (1)
by manually propagating the false positive and cross-relation signals
identified with the help of the crowd, and (2) by adapting the semantic
label propagation method to work with CrowdTruth data.

Finally, in Chapter 5, we explore how inter-annotator disagreement
can be used as an indicator for language ambiguity for the task of dis-
ambiguating semantic frames (i.e. high-level concepts that represent the
meanings of words). Similarly to Chapter 2, we show that the crowd
achieves comparative quality with domain experts. A qualitative eval-
uation of cases when crowd workers disagreed between themselves or
with the expert annotators show that inter-annotator disagreement is an
indicator of ambiguity in both frames and sentences. We argue that col-
lapsing such cases to a single, discrete truth value (i.e. correct or incorrect)
is inappropriate, creating arbitrary targets for machine learning.



S A M E N VAT T I N G

Met de toename van de hoeveelheid kennis op het Web, zijn methodes
voor natuurlijke tekstverwerking van onschatbare waarde geworden voor
het ondersteunen van het navigeren van data en informatie. Machine
learning modellen voor natuurlijke taalverwerking (het geautomatiseerd
of computationeel verwerken van taal), die van grote hoeveelheden data
afhankelijk zijn, worden ingezet om taken als “knowledge base completion”
en disambiguatie op te lossen. Met de hand geannoteerde “gouden
standaard” (of ground truth) data worden gebruikt om deze machine
learning componenten te trainen, testen, en evalueren. In de afgelopen
jaren heeft crowdsourcing zich tot levensvatbare methode ontwikkeld voor
het verzamelen van dergelijke ground truth-data.

Maar het staat nog ter discussie hoe de kwaliteit van deze “crowd-
annotaties” te meten. Bij het verzamelen van meerdere annotaties voor
dezelfde taak is de aanwezigheid van onenigheid tussen crowd-werkers
(inter-annotator disagreement) waarschijnlijk. In een typische opzet voor
het verzamelen van annotaties, wordt aangenomen dat slechts één juist
antwoord bestaat op elke vraag, en dat onenigheid uit de ground truth-
data geëlimineerd moet worden. Deze traditionele methode voor het
verzamelen van annotaties, gebaseerd op beperkende richtlijnen, kan
verschillende onwenselijke gevolgen hebben, zoals: het onrechtmatig
bestraffen van gekwalificeerde werkers wiens perspectief van de norm
afwijken, de overgeneralisatie van observaties, en het verlies van de
ambiguïteit die inherent is aan taal. Dit kan tot gevolg hebben dat
de geannoteerde data onbruikbaar is voor het trainen van natuurlijke
taalverwerkingssystemen.

De CrowdTruth-methodologie is voorgesteld om crowdsourcing met
behoud van onenigheid tussen werkers uit te voeren. CrowdTruth is
gestoeld op het idee dat zulke onenigheid geen ruis is, maar een belan-
grijk signaal die ingezet kan worden om de ambiguïteit van geannoteerde
data te vangen. De methodologie ziet het systeem van crowdsourcing als
een driehoek, bestaande uit drie onderling verbonden componenten; (1)
de (crowd)-werkers, (2) de data, en (3) de annotaties.

CrowdTruth weegt onenigheid tussen werkers mee, en gebruikt deze
onenigheid om kwaliteitscriteria van de drie componenten te kunnen
berekenen, door de interacties tussen componenten te modelleren. Zo
kunnen we in ambigue zinnen meer onenigheid tussen werkers verwachten,
en daarom zouden werkers die deze zinnen annoteren niet als minder
betrouwbaar aangemerkt moeten worden.

Dit proefschrift onderzoekt hoe de CrowdTruth-methodologie ingezet
kan worden om ground truth-data te verkrijgen voor het trainen en eval-
ueren van modellen voor natuurlijke tekstverwerking. We presenteren
werk voor verschillende taken (relatie-extractie, semantic frame disambi-
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guation) binnen verschillende domeinen (het medisch domein, het open
domein). Onze experimenten tonen welke rol onenigheid tussen werkers
kan spelen in het vaststellen van datakwaliteit, op een manier die verder
gaat dan het simpelweg identificeren van de werkers van lage kwaliteit.

Hoofdstuk 2 stelt dat we onenigheid niet uit ground truth-data hoeven
te verwijderen om data te verkrijgen die vergelijkbaar is met die van
domeinexperts. We verkennen deze stelling binnen een casus van relatie-
extractie uit medische teksten. Een veelvoorkomende aanname binnen
het medisch domein is dat expertise nodig is om ground truth-data met
de hoogste kwaliteit te verkrijgen.

Dit werk toont aan dat door het meewegen van de onenigheid tussen
werkers met de CrowdTruth-methode, medische relatie classificatiemod-
ellen gebaseerd op crowd-annotaties even goed presteren als modellen
gebaseerd op annotaties van domeinexperts. Daarnaast tonen we aan
dat classificatiemodellen die op crowd-annotaties gebaseerd zijn, beter
presteren dan modellen die op automatisch-gegenereerde annotaties
zijn gebaseerd. Gebruikmaken van de crowd drukt ook de kosten van
dataverzameling, zowel kwa geld, als kwa tijd die nodig is voor het
vinden van geschikte werkers.

Hoofdstuk 3 zet het onderzoek voort naar de kwaliteit van crowd-
annotaties waarin onenigheid tussen werkers behouden blijft. In dit
hoofdstuk vergelijken we de kwaliteit van de data verzameld met de
CrowdTruth-methode, met data verzameld op basis van majority vote
(een methode die consensus onder werkers juist in stand houdt), voor
een divers aantal crowdsourcing taken. We tonen aan dat door de
CrowdTruth-methodologie toe te passen, we rijkere data verzamelen, die
in staat stelt om te redeneren over de ambiguïteit van de inhoud. Daar-
naast tonen we aan dat een toegenomen aantal crowd-werkers leidt tot
groei en stabilisatie van de kwaliteit van hun annotaties, een observatie
die indruist tegen de gebruikelijke praktijk van het inzetten van een klein
aantal werkers.

Na het vaststellen van de kwaliteit van de onenigheid-behoudende
crowd data, bespreken we in Hoofdstuk 4 hoe CrowdTruth data gebruikt
kan worden om de prestaties van een relatie-classificatie model voor
“algemene” zinnen (in het open domein) te verbeteren. We bouwen voort
op werk uit Hoofdstuk 2, waar we aantonen dat het baseren van mod-
ellen op crowd-annotaties betere resultaten oplevert dan op basis van
distant supervision geautomatiseerde verkregen annotaties. Echter, omdat
data van de crowd duur kan zijn om te verkrijgen, zijn corpussen verza-
meld met deze methode over het algemeen kleinschalig. Hoofdstuk 4

omschrijft hoe zo’n relatief kleinschalig via crowdsourcing verkregen
corpus ingezet kan worden om een grootschalig corpus voor het leren
van relatie-classificatie te corrigeren, op basis van twee verschillende
methodes: (1) het handmatig propageren van de foutpositieven en cross-
relation signals geïdentificeerd door de crowd, en (2) het aanpassen van

“semantic label propagation”-methodes om te werken met CrowdTruth data.
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Tenslotte onderzoeken we in Hoofdstuk 5 hoe de onenigheid tussen
werkers gebruikt kan worden als indicatie van de ambiguïteit van taal,
in de context van het disambigueren van semantic frames (abstracte con-
cepten die de betekenis van woorden representeren). Net als in Hoofd-
stuk 2, tonen we aan dat de crowd gelijksoortige kwaliteit als domein-
experts oplevert. Een kwalitatieve evaluatie van de gevallen waarin
crowd-werkers het onderling of met de experts niet eens zijn, toont aan
dat de onenigheid tussen werkers een indicatie van ambiguïteit in zowel
semantic frames als in de betekenis van zinnen kan bieden. Wij stellen
dat zulke gevallen tot één enkele discrete waarde (correct of incorrect)
te reduceren niet wenselijk is, en arbitraire doelen voor machine learning
schept.





R E Z U M AT

Odată cu cres, terea volumului de cunos, tint,e disponibile pe Internet,
metodele de prelucrare a limbajului natural au devenit de nepret,uit
pentru a facilita navigarea datelor. Sarcini cum ar fi completarea bazelor
de cunos, tint,e s, i dezambiguizarea sunt rezolvate cu modele de învăt,are
automată (engleză machine learning) pentru prelucrarea limbajului natural.
Aceste modele necesită un volum substant, ial de date, în special date de
referint, ă adnotate manual, ce sunt folosite pentru învăt,area, testarea s, i
evaluarea modelelor de învăt,are automată.

Crowdsourcing-ul (i.e. externalizarea în masă a colectării datelor, de
regulă efectuată pe Internet) a devenit recent o metodă viabilă pentru
a colecta date de referint, ă. Dar stabilirea calităt, ii adnotărilor colectate
prin crowdsourcing este încă o problemă deschisă. Când pentru aceeas, i
sarcină sunt colectate date de la mai mult, i adnotatori, este probabil să
apară dezacorduri s, i neînt,elegeri. În configurările tipice de adnotare,
se presupune că există un singur răspuns corect pentru fiecare sarcină
s, i că neînt,elegerile trebuie eliminate din corpusul de referint, ă. Această
abordare tradit, ională pentru colectarea datelor, bazată pe instruct, iuni
restrictive pentru adnotare, rezultă adesea în penalizarea nejustificată a
adnotatorilor calificat, i ce oferă o perspectivă diferită de consensul gen-
eral, precum s, i date supra-generalizate s, i pierderea ambiguităt, ii inerente
în limbajul natural. În consecint, ă, datele de referint, ă pot deveni nepotriv-
ite pentru învăt,area metodelor de prelucrare a limbajului natural.

Metodologia CrowdTruth (adevărul mult, imii) a fost propusă pentru
a efectua crowdsourcing-ul, păstrând în acelas, i timp neînt,elegerile dinte
adnotatori. CrowdTruth se bazează pe ideea că dezacordurile nu sunt doar
zgomot ce trebuie eliminat din datele de referint, ă, ci un semnal important
ce poate fi folosit pentru a capta ambiguitatea datelor. Această metodolo-
gie reprezintă sistemul de crowdsourcing ca un triunghi cu următoarele
trei componente inter-conectate: adnotatori, date s, i adnotări. CrowdTruth
captează dezacordurile între adnotatori, care sunt apoi folosite pentru
a calcula un set de măsurători ale calităt, ii pentru cele trei componente
ale sistemului de crowdsourcing. De asemenea, măsurătorile CrowdTruth
t, in cont de felul în care cele trei componente interact, ionează unele cu
celelalte – e.g. în propozit, ii ambigue ne as, teptăm să găsim mai multe
neînt,elegeri între adnotatori, prin urmare adnotatorii acestor propozit, ii
nu ar trebui considerat, i de calitate scăzută.

Această disertat, ie explorează folosirea metodologiei CrowdTruth în
colectarea datelor de referint, ă pentru învăt,area s, i evaluarea modelelor
de prelucrare a limbajului natural. Capitolul 1 introduce o serie de exper-
imente în care metodologia CrowdTruth a fost aplicată cu diferite sarcini –
extragerea relat, iilor din text, dezambiguizarea cadrelor semantice (en-
gleză semantic frames) – s, i în diferite domenii – medical, general. Aceste
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experimente demonstrează rolul dezacordurilor dintre adnotatori în sta-
bilirea calităt, ii datelor, dincolo de simpla identificare a adnotatorilor de
calitate scăzută.

Capitolul 2 argumentează că eliminarea dezacordurilor din datele de
referint, ă nu este necesară pentru a obt, ine o calitate a datelor comparabilă
cu cea obt, inută de la expert, ii în domeniu. Acest argument este explorat
pentru extragerea relat, iilor medicale din propozit, ii. În domeniul medical,
se presupune de obicei că adnotatorii expert, i în domeniu sunt necesari
pentru a obt, ine cea mai bună calitate a datelor de referint, ă. Acest capitol
arată că, prin captarea dezacordurilor dintre adnotatori cu metoda Crowd-
Truth, clasificatorii de relat, ii medicale învăt,at, i cu adnotat, ii colectate prin
crowdsourcing au o performant, ă asemănătoare cu cei învăt,at, i cu adnotat, ii
de la expert, i în domeniul medical. Mai mult, clasificatorii învăt,at, i cu
adnotat, ii colectate prin crowdsourcing au o performant, ă mai bună decât
cei învăt,at, i cu date etichetate în mod automat. De asemenea, folosirea
crowdsourcing-ului reduce costul (atât monetar cât s, i în timpul necesar
găsirii adnotatorilor) pentru colectarea datelor.

Capitolul 3 continuă cercetarea calităt, ii datelor de referint, ă ce păstrează
dezacordurile adnotatorilor. Calitatea datelor colectate prin crowdsourcing
pe un set divers de sarcini (în domeniul medical s, i general) este com-
parată în două situat, ii: când datele sunt agregate cu metoda CrowdTruth
s, i când datele sunt agregate cu votul majorităt, ii, o metodă ce impune con-
sensul majorităt, ii. Capitolul demonstrează că, prin aplicarea metodolo-
giei CrowdTruth, datele de referint, ă sunt mai detaliate, permit,ând astfel
o analiză a ambiguităt, ii cont, inutului ce este adnotat. Mai mult, un
număr crescut de adnotatori duce la cres, terea s, i apoi stabilizarea calităt, ii
adnotat, iilor, în contradict, ie cu practica uzuală de a folosi un număr
relativ mic de adnotatori.

După ce calitatea datelor colectate prin crowdsourcing cu păstrarea
dezacordurilor a fost demonstrată, Capitolul 4 prezintă cum datele
colectate prin metoda CrowdTruth pot fi folosite pentru a îmbunătăt, i
performant,a unui model pentru clasificarea relat, iilor din propozit, ii în
domeniul general. Astfel se generalizează observat, iile din Capitolul 2,
unde s-a demonstrat că un model învăt,at cu adnotat, ii colectate prin
crowdsourcing rezultă într-o performant, ă mai bună decât învăt,area cu
date adnotate în mod automat cu metoda de supervizare distantă (en-
gleză distant supervision). Însă crowdsourcing-ul este un proces costisitor,
prin urmare corpusurile colectate prin această metodă tind să fie de
dimensiuni reduse. Capitolul 4 descrie cum un astfel de corpus relativ
mic, colectat prin crowdsourcing, poate fi utilizat pentru a corecta un
corpus de dimensiuni mari pentru învăt,area unui model de clasificare a
relat, iilor, folosind două metode diferite: (1) prin propagarea manuală a
cazurilor fals pozitive s, i a legăturilor între relat, ii identificate cu ajutorul
adnotatorilor s, i (2) prin adaptarea metodei de propagare a etichetelor
semantice pentru a funct, iona cu date colectate folosind CrowdTruth.

În cele din urmă, Capitolul 5 explorează cum dezacordurile între ad-
notatori pot fi utilizate ca un indicator al ambiguităt, ii limbajului, pentru
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sarcina de dezambiguizare a cadrelor semantice (i.e. concepte generale
ce reprezintă înt,elesul cuvintelor). Similar cu Capitolul 2, crowdsour-
cing-ul pentru această sarcină obt, ine date de calitate asemănătoare cu
datele adnotate de expert, i în domeniu. O analiză calitativă a dezacor-
durilor dintre adnotatorii platformelor de crowdsourcing s, i expert, i arată
că neînt,elegerile sunt un indicator al ambiguităt, ii atât a propozit, iilor
cât s, i a cadrelor semantice. Tratarea acestor cazuri ca s, i cum ar avea
o singură interpretare cu valoare discretă (i.e. corect sau incorect) este
nepotrivită s, i poate rezulta în obiective arbitrare pentru modelele cu
învăt,are automată.
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